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Abstract. We describe our participation in the TEL@CLEF taskhe CLEF
2009 ad-hoc track, where we measured the retrigsdbrmance of LGTE, an
index engine for Geo-Temporal collection which isstty based on Lucene,
together with extensions for query expansion andtinmmial language
modelling. We experiment an N-Gram stemming modelntprove our last
year experiments which consisted in combinations qokry expansion,
Lucene’s off-the-shelf ranking scheme and the mgkscheme based on
multinomial language modeling. The N-Gram stemmimgdel was based in a
linear combination of N-Gram, with n between 2 dndising weight factors
obtained by learning from last year topics and smsents. The rochio ranking
function was also adapted to implement this N-Graadel. Results show that
this stemming technique together with query expamsand multinomial
language modeling both result in increased perfooea
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1 Introduction

One task of the ad-hoc track at the 2009 editiothefCross Language Evaluation
Forum (CLEF) addresses the problem of searchingetngving relevant items from
collections of bibliographic records from The Eueap Library (TEL@CLEF). Three
target collections were provided, each correspanttina monolingual retrieval task
where we participated:

« TEL Catalogue records in English. Copyright Britlshrary (BL)

« TEL Catalogue records in French. Copyright Biblerjbie Nationale de France

(BnF)

e TEL Catalogue records in German. Copyright Austhetional Library (ONB)

The evaluation task aimed at investigating the bestroaches for retrieval from
library catalogues, where the information is frenflievery sparse and often stored in
unexpected languages.



This paper describes the participation of the TeehrUniversity of Lisbon at the
TEL@CLEF task. Our experiments aimed at measutiegrétrieval performance of
the LGTE tool which is implementing the IR service of DIGNA an EU-funded
project which addresses the development of senfimesirtual digital libraries of
materials related to historical cartography [7].GMAP collects bibliographic
metadata from European national libraries and otbEvant third-party providers
(e.g. collections with descriptions available ttghuOAI-PMH), aiming to provide
advanced searching and browsing mechanisms thaiinerthematic, geographic and
temporal aspects. In case of success, the ultigtateof the project is to become fully
integrated into The European Library. The LGTE lig tDIGMAP text retrieval
service which is mostly based on Lucene, togeth#r axtensions for using query
expansion and multinomial language modeling. A ey version of the system was
described in the MSc thesis of Machado [4] and we rrow in the process of
developing extensions for geo-temporal informatietieval [8].

Like last year in CLEF, we experimented combinatigmery expansion, Lucene’s
off-the-shelf ranking scheme and the ranking schbased on multinomial language
modeling, but this year we include an N-Gram moftel degraded collections
proposed by Parapar in [9]. We adapt this modelutorecords collections using only
N-Gram prefixes instead of the usual sliding windbaGrams. We also perform
several experiments on how to use this model inhiRoselection formula for query
expansion with encourage results.

2 The experimental environment

The underlying IR system used in our submissionsased on Lucedgetogether
with a multinomial language modeling extension deped at the University of
Amsterdam and a query expansion extension develdpedNeil Rubens. The
following subsections detail these components. \dapraour model to use a linear
combination of scores using several N-Gram indeX®s. also adapt the ranking
function defined by Rochio to make use of the N#Grimdexes and the weights
assigned to each one of those indexes.

2.1 Lucene’s off-the-shelf retrieval model

We started with Lucene’s off-the-shelf retrieval deb For a collection D,
document d and query q, the ranking score is ghetine formula bellow:
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1 http://code.google.com/p/digmap/wiki/LuceneGeoTempo
2 http://www.dgmap.eu
3 http://lucene.apache.org
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Lucene has been extensively used in previous editaf the CLEF, NTCIR and
TREC joint evaluation experiments.

2.2 Lucene extension based on multinomial languagnodeling

We experimented with a Lucene extension that implem a retrieval scheme
based on estimating a language model (LM) for esmtument, using the formula
described by Hiemstra [2]. This extension was dgwedl at the Informatics Institute
of the University of AmsterdatnFor any given query, it ranks the documents with
respect to the likelihood that the document’s LMegmted the query:

ranking(d, ) = P(d | g) 0 P(d) ] P(t|d) ©)

tOq

In the formula, d is a document and t is a ternquery q. The probabilities are
reduced to rank-equivalent logs of probabilities. dccount for data sparseness, the
likelihood P(t|d) is interpolated using Jelinek-Mer smoothing:

P(d|0) =P(d) (] ] (@~ ) (P(t| D)+ ALP(t |d)) 4)

tOgq

In the formula,D is the collection andl is a smoothing parameter (in our
experiments set to the default value of 0.15). Tidel needs to estimate three
probabilities: the prior probability of the docunmigif(d); the probability of observing
a term in a document?(t|d) and the probability of observing the term in the
collection, P(t|D). Assuming the query terms to be independent, amgua linear
interpolation of a document model and a collectioodel to estimate the probability
of a query term, the probabilities can be estimatisthg maximum likelihood
estimates:

P(t|d) = xermFre?';Tncy(z:d) |d| ©)
P(d)=
>Id]
P(t| D)= documentFrequency(t,D) d'=D
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4 http://ilps.science.uva.nl/Resources/




This language modeling approach has been used sh ep@eriments within the
CLEF, NTCIR and TREC joint evaluation campaignsee $or example Ahn et. Al

[6].

2.3 N-Gram ranking scheme

The N-Grams stemming technique is very used in n@sultant from OCR
processes because many times the text brings O©Rs.eThis technique consists in
tokenizing the words with a sliding window into &is of size N, with N assuming
several sizes. This process is applied both in mhecis and queries to increase
retrieval performance.

The original N-Grams stemming does not fit veryhirlour problem because our
records were not obtained from OCR processes. @er ¢tand using this technique
turns the stemming phase a language independerggs,owhich was our main focus.
For that reason, we used a simplistic approaciih®iN-Grams model which consist
in suffixes removal starting in character N+1 asd the prefix for indexing purposes.

Recent experiments related in [9] by Parapar detramsthat using independent
N-Grams indexes, for example from 2 to 5 grams,@mdbining the individual ranks
in a linear combination can improve the results whe find good parameter values
to weight each independent index. Our objective wmsise this technique. We
tokenize our terms in five different ways each d¢fieh to create a different inverted
file. We create four files with prefixes of N-Grartd to 5 grams) and one file with
the original terms. The formula to calculate thmafiscore is illustrated by the formula
6 introduced in [9].

5&0 =X Srm{fﬂ + 1'5’:( 559rum£ﬂr} +yXx 54grum{d} +dx Sagram {d}-l' EX Sigrum{d} (6)

In formula d is the document, f, y, 6 ande are the weights assigned to each
independent score. To implement this feature inebecwe re-implement the term
scorers of the text models (off-the-shelf and laggumodel) to calculate the score.

The system was trained through experiments with82@@Hoc topics and
relevance judgments. We found a set of optimal mpatar values to weight each
inverted file independently. Table 1 shows the moptivalues found for each index in
each collection. We found that bi-grams worsenr#®ilts so we set their weight to
zero in the three collections.

Table 1. Descriptions for the eight diferent submited sc@s

Lanuage | Term  5-gramsprefix  4-gramsprefix  3-grams prefix
English 0.45 0,27 0,25 0,03
French 0.53 0,24 0,22 0,01
German 0,55 0,23 0,21 0,01




2.4 Rocchio query expansion

The fact that there are frequently occurring spglivariations and synonyms for
any query term degrades the performance of startdahthiques for ad-hoc retrieval.
To overcome this problem, we experimented with riiethod for pseudo feedback
guery expansion proposed by Rocchio [3]. The Lucextension from the LucQE
project5 implements this approach. On test datanfithe 2004 TREC Robust
Retrieval Track, LUcQE achieved a MAP score of 824ising Rocchio query
expansion.

Assuming that the top D documents returned forragir@al query qi are relevant, a
better query gi+1 can be given by the terms rasyfiom the formula bellow:

0. = aLg; +%DZtermWeight(dr) (7)
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In the formula,c andp are tuning parameters. In our experiments, thee wet to
the default values of 1.0 and 0.75. The systemtweaised through experiments with
2008 AdHoc topics and relevance judgments. We famdptimal value of 64 terms
for English topics and 40 terms for French and Gernopics. The terms were
extracted from the highest ranked documents (e |D| parameter) from the original
guery qgi. With the training we obtain optimal vaduesing 7 documents in English
and French topics and 8 documents in German topics.

2.5 N-Grams and Rocchio query expansion

In order to deal with N-Gram prefix stemming we di¢e adapt the Rochio formula.
Three techniques were experimented but only thd tine improves the results:

» First of all we try to use a list of expansion tokewith a fixed size of tokens
of each inverted file (2,3,4,5 Grams and termg)s Eay the 15 most relevant
tokens of each inverted file. The boosting facteese calculated using the
original formula of Rochio to rank terms indepentierin the different
indexes (Inverted File for terms and N-Grams frono%). To smooth the
boosting factor in the expanded query we used thight of each inverted
file (2,3,4,5 Grams and terms) found in trainingpexments (see Table 1).
This doesn’t work.

» Second of all we picked up all terms of each toputieent, we tokenize them
to obtain the 2,3,4,5 Grams tokens and we calctitete¢erm relevance using
as ranking function of Rochio formula in each irtedr file and then we
apply the linear combination introduced in sectith. This will give the
rank of the term. The expanded query was build With5 projections of the
term, 2-5 Grams tokens and the term, using theimgnéalculated with the
linear combination as boosting factor. Didn’t watkall.

e Third and our best approach which really improves tesults was in first
place calculate, independently in each inverted, fthe score for each

5 http://lucene-qge.sourceforge.net/




possible N-Grams tokens and terms present in taurdents. In second
place we order them independently of their souilee(2-5Grams or term)
and pick the most relevant ones. We calculate ttwresusing Rochio
formula for the pairs, source inverted file andetokand we smooth it with
the respective weight presented in Table 1 depgndmthe inverted file.
Finally the tokens were ordered by score ignorihgirt source file and
finally the highest scored tokens were used. Tlesavas used as boost
factor in final query (e.g.: absolute:informatior8
index5grams:retrie”0.02, etc).

Our third experiment method turns weak the tokeomfless weighted indexes
like 2-Grams, and 3-Grams. This fact makes thatrelfrom weak indexes only
were picked if they were very relevant. Expandeérigs were mainly composed
by tokens of 4-5 Grams and terms. On other hangngsence that all queries
had tokens from all indexes. With this techniquedeal with all indexes in the
same way taking into account that terms from lesggkted indexes should be
penalized and putted in the same bag.

2.4 Processing the topics and the document colfiens

Before the actual indexing, the document colledidme. the bibliographic
records) were passed through the following pre-gssing operations:

» Field Weighting - The bibliographic records composing the collecidrom the
TEL@CLEF experiment contain structured informatiorthe form of document
fields such asitle or subject. We use the scheme proposed by Robertson et] al [5
to weight the different document field accordingtheir importance. Instead of
changing the ranking formulas in order to introdbo®sting factors, we generate
virtual documents in which the content of some Hjefields is repeated. The
combination used in our experiments is based oeatém thetitle field three
times, thesubject field twice and keeping the other document fieldshanged.

* Normalization — The structured documents were converted to urisired
documents for the process of indexing, removing XML tags and putting the
element’s contents in separate sentences.

Topic processing was fully automatic and the qeesigbmitted to the IR engine
were generated using all parts of the topics {itle, description and narrative). The
generation of the actual queries from the queryctopvas based on the following
sequence of processing operations:

» Parsing and Normalisation - All characters were reduced to the lowercase
unaccented equivalents (i.e. “O” reduced to “0” &Bd to “e” etc.) in order to
maximise matching.

» Stop Word Removal -Stopword lists were used to remove terms thatyddtie
meaning and would otherwise introduce noise. Thesiclered stop words came
from the minimized lists distributed with Lucenegntaining words such as



articles, pronouns, prepositions, conjunctionsnéerjiections. For English, French
and German, these lists contained 120, 155 ande2B81s, respectively.

» Retrieval — The resulting queries were submitted to the IResgswhich had been
used to index the document collections. In somthefsubmitted runs, variations
of the Porter [1] stemming algorithm specific te fanguage of the collection were
used on both the queries and the documents. Therstey algorithms came from
the Snowball package

Lucene internally normalizes documents and queddewer case, also removing
stop-words. However, explicitly introducing thespeoations when processing the
topics, has the advantage of facilitating the dewelent of more advanced topic
processing (e.g. adding query expansion methods).

3 The experimental story

We submitted 12 official runs to the CLEF evaluatfrocess, a total of 4 runs for
each of the languages/collections under consiaerati the monolingual task. The
runs were selected from those whose obtain besttsewith the 2008 topics. The
conditions under test for each of the submitted rane as follows:

Table 2. Descriptions for the eight diferent submited sc@s

RUN Text Retrieval Model Language Stemmer Query Expansion
1 LM EN Porter (snowball) Rochio
2 VS EN Porter (snowball) Rochio
3 LM - NGrams EN 2-5Grams and Term RochioN-Grams
4 VS - NGrams EN 2-5Grams and Term RochioN-Grams
5 LM - NGrams FR 2-5Grams and Term No
6 VS - NGrams FR 2-5Grams and Term No
7 LM - NGrams FR 2-5Grams and Term RochioN-Grams
8 VS - NGrams FR 2-5Grams and Term RochioN-Grams
9 LM DE Porter (snowball) Rochio
10 VS DE Porter (snowball) Rochio
11 LM - NGrams DE 2-5Grams and Term RochioN-Grams
12 VS - NGrams DE 2-5Grams and Term RochioN-Grams

In Table 2 the key LM is the multinomial languagedal and VS is the Lucene
off-the-shelf standard vector space model.

4 Results

Table 3 shows the obtained results for the offigiahs that make up our
TEL@CLEF experiments. The results show that, iig of the mean average
precision (MAP), the weighted N-Grams model outperfs our other submissions.
The Rochio query expansion technique together NitBrams model works fine and

6 http://snowball.tartarus.org/




improves the results significantly. The weight Na@s model was better than porter
stemming in all situations.

Table 3. Results for the official runs submitted to TEL@CLEF

English French German

RUN 1 RUN 2 RUN 3 RUN 4 RUN 5 RUN 6 RUN 7 RUN 8 RUN 9 RUN 10 RUN 11 RUN 12

num_g 50 50 50 50 50 50 50 50 50 50 50 50
num_ret 50000 50000 50000 50000 50000 50000 50000 50000 50000 50000 50000 50000
num_rel 2527 2527 2527 2527 1853 1853 853 1853 1559 1559 559 559
num_rel_ret 1988 20 1960 2095 1314 1369 439 1457 1005 1036 137 17
map 0,4143 0,40 0,424 0,4393 0,2526 02508 | 0.2653 0,264 0,2891 0,281 0,3049 0,300
gm_ap 0,254 0,26 0,2379 0,2401 0 0,1358 0 0,13 0 0 0,1749 0,164
ndcg 0,6358 0, 0,6285 0,6432 0,4812 0,5004 0,5073 0,51 0,469 0,4626 0,5242 0,521
R-prec 0,3953 0,3833 0,4018 0,401 0,2802 0,2635 0,2781 0,2666 0,3092 0,2861 0,3102 0,301
bpref 0,3756 0,3677 0,3897 0,4062 0,2435 0,230 0,2525 0,2504 0,2689 0,2583 0,2865 0,294
recip_rank 0,165 0,198 0,1574 0,108 0,124 0,180 0,163! 0,2157 0,1776 0,154 0,2273 0,138
P5 0,691 0,664 0,672 0,67 0,491 0,4 0,51 0,476 0,516 0,54 0,524 0,50¢
P10 0,59: 0,556 0,568 0,57. 0,40 0, 0.4 0,388 0,44 0,41 0,416 0,42
P15 0,530 0,4987 0,491 0,513 0,361 0,3427 0,37 0,34 0,3947 0,3747 0,38 0,377:
| P20 0,48 0,458 0,46 0,46 0,34 0,319 0,338 0,314 0,359 0,347 0,35 0,337
P30 0,421 0,4033 0,411 0,4193 0,298 0,2833 0,2987 0,277: 0,296 0,2 0,2847 0,28
P100 0,240 0,2326 0,2332 0,2452 0,1624 0, 0,1652 0,171 0,1438 0,140 0,14 0,1506
P200 0,147 0,149 0,1453 0,1566 0,0985 0,0 0,1001 0,10¢ 0,084 0,081, 0,08 0,0894
P500 0,0728 0,074 0,073 0,077 0,0473 0,04 0,0496 0,051 0,0376 0,037 0,04 0,0423
P1000 0,0398 0,040 0,0392 0,0419 0,0263 0,02 0,0288 0,0291 0,0201 0,020 0,022 0,0235

We present now the complete set of experimentgyusith text models, vector space
and language model. We combine all possible sanatiising rochio query expansion
and our different stemming approaches. We demdasthat these two techniques,
stemming and query expansion, improve the resuismnused alone and even more
when combined. We demonstrate that the linear coatioin of N-Grams is many
times better then porter stemming and can be u#xdr@chio query expansion using
our term selection method what improves the resyén more. Table 4 resumes the
obtained results in terms of MAP (Mean Average Bien), P@5 (Precision in first 5
results) and P@10 (Precision in first 10 results)dll possible combinations in the
three languages. In French collection the experimérihe rochio query expansion
with porter stemming is worst than using just pogeemming, the same is not true
with the N-Grams thechnique which inclusively oufpes all other experiments
except language model with porter stemming thatvsry strong run, also one of our
best runs in 2008 experiments.

Table 4. Results for the official runs submitted to TEL@CLEF

English French German
Model Stemm QE MAP P@5 P@10 MAP P@5 P@10 MAP P@5 P@10
Vs no no 0.3403 0.6360 0.5200 0.2030 0.4400 0.3380 0.1357 0.3080 0.2340
LM no no 0.3496 0.6480 0.5260 0.2255 0.4680 0.4020 0.1480 0.3160 0.2680
Vs Porter no 0.3710 0.6320 0.5500 0.2338 0.4360 0.3640 0.2372 0.4920 0.3720
LM Porter no 0.3829 0.6800 0.5480 0.2647 0.4760 0.3860 0.2473 0.5040 0.3880
Vs 2-5Grams no 0.3966 0.6760 0.5620 0.2508 0.4800 0.4000 0.2439 0.4800 0.3680
LM 2-5Grams no 0.3902 0.6800 0.5500 0.2526 0.4960 0.4080 0.2524 0.4880 0.3880
Vs no Rochio 0.3712 0.6240 0.5400 0.2015 0.4320 0.3420 0.1725 0.3320 0.2740
LM no Rochio 0.3778 0.6200 0.5420 0.2213 0.4280 0.3500 0.1921 0.3320 0.3060
Vs Porter Rochio 0.4012 0.6640 0.5560 0.2186 0.4240 0.3380 0.2810 0.5400 0.4100
LM Porter Rochio 0.4143 0.6960 0.5920 0.2391 0.4240 0.3500 0.2891 0.5160 0.4400
Vs 2-5Grams Rochio 2-5Grams 0.4393 0.6760 0.5720 0.2641 0.4760 0.3880 0.3005 0.5080 0.4240
LM 2-5Grams Rochio 2-5Grams 0.4240 0.6720 0.5680 0.2653 0.5120 0.4100 0.3049 0.5240 0.4160




5 Conclusions

The obtained results support the hypotheses thag @&occhio query expansion
together with N-Grams weighted model and a ranlsogeme based on language
modeling can be beneficial to the CLEF ad-hoc tdsle N-Grams prefix stemming
linearly combined using tokens of different granmsl aerms outperform the Porter
stemming technique in most scenarios especiallynvthe linguistic stemmers are not
appropriate. Using this technique with differentttsnodels appear to be independent
from those models if the terms score is used indépeatly in the formulas. Unlike
last year where our experiments result in poorltedwth in French and German
collections, this year we could obtain very encgaraesults. Like last year we
presence that multinomial language model is almegsial to vector space model in
majority of situations. On other hand the multinamlanguage model has the
advantage that we could train it very easily tunihg language model parameters,
which was not our objective in this experiment,ve® believe that language model
has potential to return even better results thatovespace model.
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