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Abstract Author profiling can be considered a form of text analysis of which the
objective is to ascertain characteristics of the author behind a text sample. This
paper describe the design and implementation of an approach for determining the
age group (10s, 20s, or 30s) and gender (male/female) of text samples for the
author profiling task in PAN 2013. Evaluation is then based on the compounded
accuracy in determining the correct age group and gender of authors of samples
in a test corpus. The training corpus provided for this task contains English and
Spanish text samples from online contents (e.g. blogs, chats) of authors. Content
in each sample are split into one or more “conversations”, of which are all wholly
attributed to a specific author. To the best of our knowledge, interweaving re-
sponses of other person(s)(if any) are filtered, focussing the scope of the analysis
to the writing style and content present in individual author’s sample. The under-
lying research in this work is, thus, the empirical investigation of features that can
be extracted from the text samples, that are helpful in identifying the gender and
age group of an author based purely on characteristics present within his/her text
samples.

Main contribution in this work is a concise content-based feature based on sim-
ilarity scores between given text samples and corpora of the different classes.
This feature is compared and used with some common style-based, vocabulary
and idiosyncrasies features. Results from experiments on a balanced subset of
the PAN 2013 authorship profiling training corpus paint a clear contrast between
the content-based feature and the other features, favouring the former for both the
English and Spanish samples. Ultimately, 24 five-fold cross validation tests were
ran on the different feature sets on the balanced corpus, with the best accuracies
for simultaneous gender and age group classification at 48.52% and 61.23% for
the English and Spanish samples respectively, in contrast to a baseline of 16.67%.

1 Task and General Approach

Text analysis can involved processing users’ generated content for various purposes
such as classification/clustering-based tasks like author attribution [7][10][4], plagia-
rism detection [12] and information retrieval related tasks such as information extrac-
tion, summarization of contents, etc. This work focus on the task of profiling the back-
ground/characteristics of groups of authors by analysing their text samples. In particu-
lar, the premise of this work is concerned with the author profiling task in PAN 2013 [1]



- profiling the age group (10s, 20s, or 30s) and gender (male/female) of authors using a
provided training corpus.

Similar to the task of author attribution, it is recognized here that the key research in
author profiling is the selection for the best features and the proper use of classification
techniques in building an appropriate model to distinguish between the different profile
groups. Thus, in approaching this problem, we seek the question “Why/How do au-
thors in different sociolinguistic profile group differs in their written communications,
assuming using a common language?”. In general, there are 2 main contributing factors
to differences in the communications amongst the authors in the different groups - (i)
content/subject matter difference as well as (ii) syntactic and style-based differences [2]
amongst the different profile groups.

Profiling text samples typically contain the sequential steps of describing the text
sample (usually via features represented in a vector), investigation and selection of use-
ful features and lastly, building a model to represent characteristics styles of each author
or author group. In this work, we apply Principal Component Analysis (PCA) to lin-
early transform the high dimensional data into a lower dimensional space for a more
simple representation of the data and subsequently utilize a popular implementation
of Support Vector Machine (SVM) [3] classifier for learning the model for the author
profiling task.

The rest of this paper is organised as follows. Section 2 describe the motivation be-
hind our approach to the PAN 2013 author profiling task, ending with a tabular listing of
the features used. Section 3 present the results of the experiments in this work together
with analysis of the various features used. Section 4 summarize the approach used and
findings of our analysis in this work.

2  Our Features

A person’s syntactic construct or lexical usage can give cues to his authorship, but what
features do we use to describe and quantify such characteristics? Despite several prior
research on authorship attribution [9], [10], [11], [7], [13] and some on author profiling
[2], [5] [8] , there is little consensus on the “ideal” features to use [7]. Hence, our
approach is to combine the use of common or relevant features used in previous work
with a content similarity feature which we have implemented for this task.

2.1 Style-based features

Analysis on empirical evidence indicated the usefulness of pronouns, determiners and
prepositions (e.g. “I”, “her”, “as”, “the”, “of”, “in”, etc.) in gender and age group pro-
filing tasks in [2]. Hence, features of similar intent in the form of POS tags and specific
pronouns are used in this work to (i) corroborate the usefulness of such features for the
shorter mean sample length corpus and (ii) explore their usefulness on a Spanish corpus
as well.

Other simple statistical features such as average sentence length, words per con-
versation, number of contraction words (e.g. he’s, i’m, etc.) and number of URLs are
also included as part of the style-based features. Given the relatively short length of the



text samples, all features are simply normalized against the number of words in each
sample.

2.2 Vocabulary and Idiosyncrasies (VI) features

The number of unique words in the sample is used as a proxy for the vocabulary richness
of the author of the sample. This is a simple and intuitive feature but further considera-
tion may be needed in future work in view of the discussions and caution raised on the
use of vocabulary features in [6], [7].

Referencing the list of discriminative frequent words in [2], we postulate that in
some cases (e.g. the teens age group), the presence and occurrence of neologisms can
help in discriminating between the different profile classes. Hence, apart from the nature
of a set of particular words themselves that is discriminative, idiosyncrasies represented
by such words may that help in this task, where the term “idiosyncrasies” in this work
refers loosely to any (misspelled) words that deviate from a standard US/GB English or
Spanish dictionary lexicon or any all-caps words with 2 or more characters.

2.3 Content-based features

In this work, we consider content-based features as features that are reflective of the
subject areas expressed in the samples. A straightforward measure for generating such
features for a certain author group profile is via a histogram of the n most common
words found in training samples from the group. Naturally, this concept can be extended
to character or word level n-grams in the samples. Two inherent practical weaknesses
are present in such a method - (i) high number of dimensions in the description and
(i1) a thresholding exercise is required to determine the best n to use. In addition, a
thresholding exercise also implies that there is likely to be some form of information
loss. Intuitively, this is represented by the loss of not-so-frequent, yet still discriminative
helpful terms that happen to fall below an arbitrarily chosen threshold.

For practical reasons, the approach taken in this work seeks to minimize the dimen-
sion of the description for each text sample and eliminate the need for any thresholding
exercises. As such, term frequency-inverse document frequency (TF-IDF) based scores
are used to measure the similarity of content between a given text sample and each of
the profile group’s collection of samples. This is done by measuring each word of the
text sample with the entire lexicon for each of the profile group. The TF-IDF scores
of all the words are then summed up to determine the similarity between the text sam-
ple and the corpora. Ideally, the collection of training samples from the correct profile
group will give the highest similarity score, indicating a similarity in the content present
in the given text sample and training samples from its profile group. In this work, we
chose to use the similarity measures from all the profile groups as a feature set.

In order to obtain the similarity score, the TF-IDF for all the words in in the entire
training corpus are first calculated, thereby providing an indication on how rare or com-
mon a particular word is in the entire corpus. TF is first calculated by normalising the
term frequency (TF) over the maximum frequency in the corpus as stated in Equation 1.
This is to prevent the TF from being bias towards the profile groups with larger lexicon
set.
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where f{t, c¢) refers to the frequency of the word ¢ in the corpus, ¢ and max(w, c) refers
to the maximum frequency of any word, w, in the corpus, c. Subsequently, the TF-IDF
score for each word is then computed using Equation 2.

sum_of_freq
tf(t,c)
where tf{t, c¢) is simply the normalised frequency of the word that occurs in a particular

corpus, c. sum_of_freq is defined as the sum of frequency for the entire corpora. The
similarity score from a test sample would then be calculated using Equation 3.

TF_IDF, =tf(t,c)xlog( ) 2)

= t
SimilarityMeasure, = Z (1+ log(%ralw) x)TF_IDF.(w)) (3)
i=1

where SimilarityMeasure,. refers to the score between the test sample and the corpus, c.
n refers to the total word count in the test sample, term_freq is defined as the frequency
of the word, w, in the test sample. TF_IDF, is the pre-determined score for the word,
w, in corpus, c.

2.4 Features list

Features in Table 1 summarize the features used in this work. Values are normalized
against length of each sample.

3 Experiments

The English corpus for the PAN 2013 author age and gender profiling consist of 236,600
samples equally divided between the genders. Number of samples for the 10s, 20s and
30s age groups are 17,200, 85,800 and 133,600 respectively. The smaller Spanish cor-
pus consist of 75,900 samples also equally divided between the genders and having
2,500, 42,600 and 30,800 samples for the respective age groups. For each language,
classification can be performed separately or simultaneously among the two sets of
classes, resulting in a total of 6 classes, namely [male, 10s], [female, 10s], [male, 20s]...
etc.

In our experiments, we seek to quantify the discriminative capabilities of the differ-
ent sets of features for the age, gender and age+gender classes. This results in a total
of 12 experiments being conducted for each language. Each experiment consist of a
coarse, but reasonably extensive search for the best parameters for the SVM classifier
and the corresponding 5-fold cross validation accuracy. To avoid the problem of having
an unbalance dataset, 1,000 samples were selected for each of the age+gender classes
and subsequently 2,000 samples for each of the age classes and 3,000 samples for each
of the gender classes.



Feature

Description

Style-based
Average words

Contraction words
Average sentence length
URLs

Punctuation list
Pronoun list

POS tag list

Vocabulary
crasies (VI)
Unique words
Capital words
Spelling errors

& Idiosyn-

Content-based
Lexicon similarity list

Average number of words per conversation (each sample contains
one or more ‘conversation’ by the same author)

Number of abbreviated words using single quote marks

Average number of words in each sentence

Number of URLSs

Histogram of punctuations

Histogram of pronouns (e.g. they, you, she, etc.)

Histogram of Part-of-Speech tags (e.g. adjective, determiner, etc.)

Number of unique words in the sample

Number of words (length > 2) containing only capital letters
Number of words that are not found in US/GB English or Spanish
dictionaries

Similarity scores of the sample with the content of the different
classes

80.00%

Table 1. List of features
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Figure 1. 5-fold cross validation accuracies for English
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Figure 2. 5-fold cross validation accuracies for Spanish

Given the balanced dataset used in the experiments, the baseline for the age, gen-
der and age+gender classifications are approximately 33%, 50% and 17% respectively.
Referring to Figures 1, 2, it is clear that style-based, vocabulary and idiosyncrasy fea-
tures are simply not very discriminative in discerning between the age and gender of
the samples in this specific task. Their poor performance is apparent for both languages
and is in stark contrast to the accuracies obtained for the content-based features.

In contrast, content-based features are much more discriminative than the other fea-
tures for both age and gender profiling for the given corpus. In fact, the clear difference
in performance is further highlighted by the slight decrease in accuracy when content-
based features are used together with the rest of the features. Given the consistent results
for different feature sets across the classes and languages, we are pessimistic on the use
of the listed style-based, vocabulary and idiosyncrasies features in this work for age and
gender profiling tasks.

The weak performance of the non-content features in this work may indicate that
writing styles (i) may not be consistent enough across a community of author even if
these authors share some sociolinguistic similarities in one form or another (ii) or that
differences in writing styles are simply not evident enough in the relatively short sample
length, (iii) or that the listed features are ineffective at capturing the relevant stylistic
properties. Considering the stronger performance of rich set of syntactic features in
other work (e.g. [8]), we are reluctant to dismiss the effectiveness of such style-based
features. Furthermore, it is acknowledged that the motivation for minimizing the num-



ber of dimensions in this work inhibited the investigation of a more comprehensive set
of style-based features.

The task of profiling authors using their writing samples is effectively categorizing
the authors into their most likely sociolinguistic groups based on similarities of their
samples with collective demographic characteristics exhibited by each these groups.
It is then intuitive and apparent from previous work that a major component of such
demographic characteristics is defined by popular subject areas in the respective groups.
Given “many different topics” are present in the PAN corpus, it is assumed that there are
no constraint in the subject areas in all the text samples, allowing authors to freely steer
their conversations to the topics of their interest. It is, thus, of no surprise that content-
based features subsequently performed relatively well in discriminating samples into
their authors’ age group and gender. Naturally, the imposition of any constraints based
on subject areas when selecting the training and test text samples is likely to quickly
deteriorate the effectiveness of any content-based features.

Caution have been expressed in the past noting the dependency of content-based
features on the situation or experimental setup [2]. That is the performance of classi-
fier(s) trained using content-based features is likely to be significantly negatively af-
fected when used to classify samples whose subject area is different from those present
in the training samples. However, it is argued that such caution is applicable to style-
based (or other) features as well - the difference in both content and style can be attested
to the different sociolinguistic characteristics of the profile groups. Hence, it is bene-
ficial for researchers and investigators to exploit such characteristics when performing
author profiling based on text samples.

4 Conclusion

This paper describe our approach for the author age group and gender profiling task
in PAN 2013. Investigations on the discriminative capabilities of a set of style-based,
vocabulary, idiosyncrasies and content-based features are conducted in this work. Al-
though the non-content-based features performed poorly in our investigations, we are
reluctant to dismiss their suitability for all author profiling tasks based on the limited
range of the types of features implemented and the possibilities of these features being
negatively affected by the relatively short sample length. On the other hand, the novel
and concise content-based feature used in this task prove its effectiveness in discrimi-
nating the samples to their authors’ gender and age groups. The approach to generate
this content-based feature is applicable in all domains and its low dimensionality output
will facilitate any downstream machine learning process.
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