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Abstract. The Deep Web offers approximately 500 times maiferiation
than the Open Web, but is “hidden” behind searcmfointended for human
users, and typically requires interaction, whichkegit difficult to index by
Web crawlers. We argue that traditional data ekizads therefore not suitable
for the Deep Web and suffers from coverage probleimiar to those search
engines face when trying to index its content.dadf it is proposed to trans-
form and forward queries on demand using Globalias+ Mediators. To al-
low automated interaction with databases on thepD&eb, we use rules that
exploit features (e.g. HTML attribute values) tendify elements on a Web
page and infer semantic annotations that link tleésments to known concepts
(e.g. query parameters or result values). Usingo#otypical implementation,
Deep Web Mediator, the performance of this appraactiemonstrated in a
classified-advertising use case. Our system is tblnswer complex queries
by transforming and forwarding them to multiplessias well as integrating the
local results.

Keywords: Semantic Technologies, Mediated Data Access, Détgration,
Distributed Querying, Deep Web, Global-As-View Mapp Rule-Based Map-
ping.

I ntroduction

The conventional approach for querying a set okjimhdent databases is ETL
(Extract — Transfer — Load): Here, the data fromlttal sources is transformed to fit
a global schema and loaded into a common datakdseh is then used to answer
queries. This transformation has to be done beforéhfor example every day at
night. This means that the data available for gseis not up-to-date and only reflects
the state at which it was last extracted. If thgckpancy or the effort and resources
required for the ETL process are not acceptabke,alternative is to transform the
query rather than the data, and forward subquéri¢ise local sources at query time.
This is referred to as a mediator-based approdchifice a third party, i.e. the media-
tor, accepts the initial query and then forwardmitehalf of the initiating party.

While querying multiple sources is the main tasldata warehousing, the task of
integrating information from disparate sources @ limited to businesses: anyone



who is looking for a new apartment on the Web naifstthrough offers on realtor
websites, and anyone that is trying to find thet ldesl for a specific product or ser-
vice is faced with a similar problem. Rather thainly provided with a single inter-
face, users must access several sites and maraatigile the results of individual
queries. The part of the World Wide Web that inelsidhe database content accessi-
ble through Web shops, real estate offers and athbase-interfaced portals is re-
ferred to as the “Deep Web”, and is estimated totaio approximately 500 times
more information than the common “Surface Web” Rince these systems require
filling out fields and calling functions, it is ceidered hidden from search engines,
because Web crawlers generally only follow hypé&difrom document to document.
Published results for existing approaches to bthig information to the “surface”
using Web crawlers reveal that the coverage is\asab 10% - 30% [3].

In any case, the content that can be accessed issed to directly answer queries,
but only to direct the user to the site. For answgegueries, an approach similar to
ETL in data warehousing could be applied. Howeiwethe context of the Deep Web,
the actual data source is normally not directlyeasible. This means that the data
must be extracted using the available Web formseRtnaction tool must therefore
submit suitable keywords and permutations of défiféparameters. Not only can this
produce considerable traffic to the site, the ettoa program cannot be sure if all of
the content was actually accessed, resulting imverage problem similar to that
search engines have. In addition, it is unknownmtezords change. Therefore, fre-
guent periodic extraction runs are required to kbepdatabase up to date, which may
be not be possible due to limitations of the site.

So, while extracting data beforehand does not sagtable for the Deep Web, a
query forwarding approach may be a viable alteveaif the parameters of the initial
guery can be used to fill out the fields on thergderm, submitting permutations of
parameters will not be necessary reducing theidradf the site and overcoming the
coverage problem, while also returning up-to-dafermation without requiring fre-
guent extraction runs. This paper therefore prap@seolution that allows access to
data on the Deep Web by offering a SPARQL endpbeut transparently unfolds and
forwards queries to multiple Web databases, ratgritie integrated results. To allow
interaction with these sites, the elements of thgeg are annotated by evaluating
rules that use features they expose, e.g. theaag ror adjacency to certain labels, to
identify and link them to known semantic concepts.

Related Work

Before describing the proposed system, the requiesttground on mediators and
existing solutions for data extraction and othgurapches for semantic access to the
Deep Web are discussed.

Accessing Data with M ediator s

Given a number of independently developed systénis,very likely that data is
not structured in the same way and that differemh$ are used to describe equivalent



concepts even if all of the systems are in the sdameain. To answer queries that
span multiple databases, it is therefore necedsaajign the data structure and vo-
cabulary used in the query with that used in trdividual databases. While this is
done beforehand in an ETL approach by transforraimg) loading the data from all
the individual systems into a common database, diatedl approach allows doing
corresponding processing at query time. Here,rd hrty, i.e. the mediator, accepts
the initial query and then transforms and forwdtds behalf of the initiating party
[1]. To allow this, a mapping between the globdiesna and that of the local data-
bases is required. This can be provided eitherdiiypithg a mapping from the global
ontology to the local schemas, e.g. in the forma efew that contains all the relevant
sources (Global-as-View) [4], or by doing the opfsi.e. creating a mapping for
each source to the global schema (Local-as-vieWw)Ifbboth cases, the resulting
query consists of a set of subqueries that aredat@d to the individual sites to re-
trieve intermediate results, which are integrated ased to answer the initial query.

Besides the advantage of allowing integration arguime, this allows using a
high level conceptual view of a domain by definargontology that is independent of
that used by the actual data sources. Commerg#mg such as Openlink Virtuoso’s
Sponger techniqder Ontobroketuse mapping rules to integrate various types of
sources ranging from relational databases to fiseld sources such as XML and also
Web services, and offer the possibility to exe@BARQL queries that span multiple
sources. Examples of academic projects in thigl fistlude Quest[6] and Mastro
Studio [7]. Ontology-Based Data Access (OBDA) isoabased on this approach and
current efforts in this field, e.g. Optique [8]magat offering a unified ontology based
query interface that uses mediators to integrateonly conventional databases, but
also other sources like data streams, XML or Edoeuments.

Semantic Accessto the Deep Web

As shown inFig. 1, four different methods for semantic access tod#ie on the
Deep Web can be identified and categorized alorg dimnensions — extraction on
demand vs. extraction beforehand and direct adcetse database vs. access via a
Web form interface. The first of these approackesource conversion: Here, data is
converted from its original format to a semanti¢attase, which is then used to an-
swer queries, similar to the ETL approach. Thisvession can be done either manu-
ally or by leveraging the database schema. In #se ©f relational databases, for
example, a transformation is possible by definingpe for each table, a property for
each column and individuals with the appropriatgetyand property values for each
record [9]. On this basis, the W3C defined the direapping method [10] as a rec-
ommendation for a fully automated conversion to RBBwever, in this case merely
the format is changed, but the original relatioshata structure remains, and also the
names of the tables and columns are directly usedames for the corresponding
types and properties. Since they are not linkeaintp existing vocabulary, interpreta-

! see virtuoso.openlinksw.com/dataspace/dav/wikif\4rtSpongerWhitePaper
2 see www.semafora-systems.com/en/products/ontotiroke



tion by a program is not possible and a humanmegaly still required to disambigu-
ate terms or map the automatically generated vdaabto a full ontology. Hence, it
may become necessary to define the mapping mandalyexample by using the
second W3C recommendation for this task, i.e. R2RI1], or other tools like
Triplify [12]. If the underlying data changes fremly, it may be prudent to trans-
form the query rather than the data itself, whiohr@sponds to the data access ma-
nipulation approach. Here, as described in theipuswsection, a mediator is included
as a third party, which transforms and forwards dhiginal query to the individual
sources.

extraction on demand

[ data access manipulation | [ query forwarding |
direct database access access via web form
[ source convertion ] [ information extraction |

extraction beforehand

Fig. 1. Methods for semantic access to data on the Dedp We

Both of the approaches described above requiresacte the underlying data
source. In cases where this is not possible, tladadle interfaces have to be used,
e.g. Web forms intended for human users in the oftiee Deep Web. Similar to the
previously described approaches, data can be m@pdssforehand or accessed on
demand during query time. As discussed in the éhtction, extracting data from
Web databases beforehand suffers from two mainlgmub the first being that up-
dates require extracting the full database evang tisince there is no way to tell
which records may have changed since the lastatixtrawas performed if this is not
explicitly published. While some databases, fornapgle Wikipedia [13], have made
such an update notification available, this carb®expected for all Web databases.
The second problem is coverage: since — withoutscto the source — it is difficult
to determine how many records actually exist ireotd determine if all of them have
been extracted. In addition, some sites requirerttamdatory parameters are set on a
query interface, and only values relevant for thetibase will produce any results at
all. To overcome this, current projects first toydetermine the domain, for example
by query probing [14], and then submit relevanin®for that domain. However cov-
erage may still be low as shown in [3].

The final approach, i.e. query forwarding, hasdbgantage that the parameters of
the initial query can be used and forwarded tosite instead of “guessing” relevant
parameters. Besides this, the data is always ulat®-and no periodical updates have
to be performed that may consume considerable ressuy producing high traffic
for the sites and store values that may never geined for a query. This approach
has also been successfully applied in projects siscMetaQuerier [15] and WISE
Integrator [16] to create combined search intedabat forward queries to multiple
sites and return combined results and is also dséstof the OBDA paradigm as men-
tioned in the previous section.



Web Data Extraction

To forward queries and extract results from aaitehe Deep Web, a program has
to interact with an interface originally intendeat fhuman users. While some sites
consist of free text or documents collections, % & the data on the Deep Web is
provided in structured form [3]. If it is known, f@xample, that a specific table con-
tains one instance or record per row, and evenyneolcorresponds to a specific at-
tribute, the content can be extracted from thi¢etalnd the values can be used to pop-
ulate a relational database [17] or an ontology.[[f& set of results is presented in a
more complex form than a simple table, the tasttedérmining which attributes exist,
and what values they have for each record beconsee demanding. Several infor-
mation extraction approaches assume that Web dagslvaturn query results by fill-
ing out fixed templates with values from a databasg. [19], [20], [21]. To interact
with such sites, information about the purposdltdrffields, or the location of specif-
ic result values is required. This set of inforroatis referred to as a wrapper [22].
While several different approaches for defining Wedappers can been identified,
the basic task is to reference an element on the gad link it to a known concept. In
order to define such a reference, features rarfgimg text-based patterns, e.g. phone
numbers, to structural features of the HTML docunj2h], to style-based and visual
features of the rendered page [23] can be used.

Regarding the generation of wrappers, projects [&g or [25] propose fully au-
tomatic wrapper generation, but only cover spedifitnains and search engines. In
addition, these projects make certain assumptibostehow the site must work since
the tools interact with the site in a predefinechne. These assumptions are, howev-
er, not clearly defined and the limitations of theproaches are not stated, which
makes it difficult to compare solutions. On theastinand, semi-automatic wrapper
generation tools are already available as comniepec@ucts for both laypersons,
e.g. Dappéror Mozend4 as well as professionals, e.g. Lixto [26]. White latter
allows many more degrees of freedom, but requinesisticated configuration, Dap-
per and Mozenda can only be used within certaiitdimons that reflect the develop-
ers’ assumptions about how Web databases work.h&nagbmmercial product in this
field is Connotate (formally fetch.com)Here, both the navigational structure of the
site as well as a wrapper for each of the involpades can be defined by employing
a semi-automatic wrapper generation process basetiathine learning [27]. The
authors acknowledge that the rules produced inwhig are not comprehensible by
the user and hence cannot be fine-tuned even tBriexgers.

Mode for Web Databases

In contrast to existing solutions, the concept pegal in this paper is based on a
clearly defined model for Web databases. While tinglel may not fit every database

% see open.dapper.net
4 see www.mozenda.com
5 see www.connotate.com



on the Deep Web, it unambiguously allows deterngjrifra given site is compatible
and can be included as a source. In addition, theeircan be extended systematical-
ly to allow including more sites and hence imprale solution incrementally. This
section gives an overview of this model origingdlyblished in Ref. [28].

Query Interface Result List Record Detail
Parameter Column | column | Column . ! ik Voiue
TR value  |value  |Value Details Label Value - Value
—>  value |value |value | Details ——  Label Value - Value
Parameter | Value value  |Value Details Label Value
—— : Label Value
M Next

Fig. 2. Interfaces and Navigation

As shown inFig. 2, the model assumes that sites consist of thresstgp pages:
The first is the query interface, which can be heacby a fixed URL and offers fields
for defining the parameters of the query. A singlémit function allows submitting
the query and returns a list of results. Each tewaly offer a link to a detail page,
where further attribute/value pairs for a givenorgicare presented. If the result list is
limited to show only a maximum number of resultshaxt page” link can be fol-
lowed to access another result list that preséetsiéxt set of records. While the que-
ry interface is a fixed Web form, the result lisidarecord detail pages are both tem-
plate-based, i.e. the basic layout of the page iremthe same independent of the
records that are returned, merely the presentagtsalhange.

The data source is considered to be a single t&lhee the real structure is un-
known, the actual database does not need to beringpited in this way, but the re-
sults must allow assuming this strucfurEhis means that all records have to be of the
same type, every record has to have the sameuditifalue pairs, and there are no
nested subtables. Transforming the content to RIpfes is done by defining a class
for the table and a property for each column oftétide. Each actual fact is then giv-
en similarly to [99] by defining a blank node witte table’s type, and then assigning
the values of the individual columns using the aeided properties.

Based on this data structure and the interfacexities above, the query process
itself is then defined to work as follows: eachgmaeter on the query interface is as-
sociated with a single column of the table andtarffunction, e.g. “equal to” or “less
than”. When submitting the query, each filter fuootis evaluated independently for
each record, and only records where all filterseargluated to be true are included in
the result set. The model only allows conjunctilerfs, but disjunctive queries can
be answered by splitting the query into conjuncsubqueries, submitting them sepa-
rately and creating the union of the results.

While the overall model is deliberately designedot simple in order to form a
base line from which it can be extended, evaluatiotwo domains, i.e. used car
dealerships (111 sites evaluated) and realtor veb$i67 sites evaluated), showed
that, respectively, 58% and 50% are fully compliashile 79% and 63% of the sites

6 If a site consists of multiple different interfaceith different parameters and sets of output
values it can be treated as a set of independéathalses and still meet this requirement.



are at least compatible to the model. In this cdnteompliant” means that the sites
follow the model to an extent that allows accessfigrecords and attribute/value
pairs, while “compatible” sites allow accessingraltords, but not all of their values,
for example due to an incompatible detail page.

Our evaluation showed that the main reasons fes $itiling to be compatible were
mandatory fields in the query interface and addalmavigational requirements such
as having to select a category, e.g. choose betvezgal or sale offers for real es-
tates, before the actual query interface can besaed. Extending the model to in-
clude these two features would result in nearly daverage for these two domains,
with the exception of those sites that do not mhbbtructured data. The majority of
sites in the two evaluation domains is howeveraalyecompatible to the basic model.
It will therefore be retained in order to explotee tlimitations of the fundamental
concept before adding features to increase coverage

Query Process

Based on the model described in the previous sedimnethod for interacting with
compatible sites can be derived. This allows deuialp a mediator that offers a
SPARQL endpoint for submitting queries, which arert transparently forwarded to
Deep Web sites to return the integrated and exmactsults. An overview of this
process is shown iRig. 3.

Input: Integrate
Input; P ntegrate

Submit Query ——»  SPARQL  ——» ———»  Unfold ——»  Extract > » Evaluate Query
Query Transform it

Load Query Fill-Out and Extract from Extract from Has more
Interface (URL) Submit Query Result List Detail Pages Results?

i

Fig. 3. Query Process Flowchart

Extract

In the first row ofFig. 3, the outer interface of the system is predefiredd a
SPARQL endpoint, and hence the process is initiajesubmitting a query. Since the
model only supports conjunctions, the filter of theery has to be transformed into its
disjunctive normal form and be split into a setohjunctive subqueries. After deter-
mining relevant Web databases by comparing theqrtigs and types used in the
query to those published by the available souttbesquery is unfolded to include the
union of relevant sources in our Global-as-Viewrapgph. The resulting subqueries
must then be forwarded to the local sources folmwthe subprocess shown in the
second row ofFig. 3. The information gathered in this way is then gnéged as an
intermediate data set before the actual queryasuged and the results are returned.

The subprocess that forwards the query to theasiteextracts the results can be
derived directly from the model and requires camgybut the following tasks: the
guery interface has to be loaded, and filter vainekided in the subquery that are
also available on the page have to be set in thegmonding fields. Following the
model, after calling the submit function on the yugage, a result list is returned that



contains the top results, which are extracted irg&DF triples as described in the
previous section. If detail pages are availableythre accessed to also include the
attribute/value pairs presented there. And finalflya next link is available on the
result page, it is followed to access further ressahd proceed in the same fashion.

In Fig. 3 the individual steps are color-coded to show wipelts of the process
are generic (blue) and which parts depend on irdition about a specific Web data-
base (purple). As can been seen, the controllirigrqarocess is completely generic
and only the part of the process that interacté Wit site depends on site specific
information. Since the elements required for therimction are defined by the model,
the algorithm itself is also generic, but what éeded is a link between each element
of the model and the corresponding element on ¢heahwebsite. To achieve this, it
is proposed to use semantic annotations that cthetaelationship and then use a
generic algorithm to perform the actual tasks, sefting or getting values and trig-
gering functions. Since embedded annotationsusigg RDFa, would require chang-
ing the source of the page, which can only be dynghe publisher, it is suggested to
infer the annotations using rules that exploit deas of elements on the page to de-
termine which annotations to apply. This set oésutan then be encapsulated as a
site-specific wrapper, which contains all the nemeric information necessary to
allow accessing and interacting with the site.

Rule-Based Annotation

The annotations must be sufficient to allow a genalgorithm to treat any com-
patible system in the same way. Following the psecdescribed in the previous
Chapter, this includes setting parameters, submgittie query, extracting results from
the list and detail page, and iterating throughtipial result lists. To describe all the
elements involved, a meta-vocabulary covering theidterms required for this pro-
cess is shown imable 1. The elements defined here using RDF terminolagmfthe
basis for concrete implementations that includearaetailed and specific concepts.
The only class i®ageEl enent , which represents an element of the Web page’s
DOM, i.e. an HTML tag. In order to state that aafie field (_: fi el d) restricts a
property such aslomai n: pri ce to be less or equal than the value given in that
field, a triple such as :field annot:restrictlLessOrEqual do-
mai n: price is used, wherannot : restri ct LessO Equal is a subproperty
of restrictProperty in a concrete implementation. Similar to this,esthypes
of restrictions can be defined that allow expregsither filter operations.

Execut eFuncti onW t h is the base property for all operations and isduse
define subproperties for the operations in a cdacimplementation. The model in
the current state requires exactly three such tipas execut eSearchW't h,
executeNextListWth and executeGetDetail Wth. The triple
_:button annot:executeSearchWth "dick", for example, states that
triggering the click event will execute the search.

Both the elements of the result list and thosehefdetail pages are linked to the
properties of the values they contain usirogt ai nsPr operty. This property can



be used directly to define that the inner text of dement is the value for that
property, but variations could also be defined titesthat a certain attribute value
contains the property, e.g. the src attribute ofnamge. In addition, subproperties of
hasVal ueFor mat can be used to define a certain data type or formg. the
actual value followed by a currency symbol or ac#fie date format. To group
elements, i.e. attribute/value pairs in this casat belong to the same record,
properties based dmel ongsToRecor d can be used, for example to state that all
elements of the same row of a table belong todhgesrecord.

Table 1. Annotation Meta-Vocabulary

Class/Property Description

PageEl enent Class representing an element on a Web page

restrictProperty Base property for all query filters

execut eFuncti onWth Base property for all operations

cont ai nsProperty Base property for all result value associations

hasVal ueFor mat Base property for defining data types or represemtaif
values

bel ongsToRecord Base property for assigning a value that allows girgg
attribute/value pairs of the same record

hasFeat ure Base property for all features

Finally, the propertyhasFeat ur e is the base property for features an element
exposes. This can be a certain tag type, attribaliee or also adjacency to other ele-
ments, e.g. a label. These features can be dissbimra generic algorithm that anal-
yses a page’s DOM.

With reference to the subprocess in the secondofolig. 3, the non-generic in-
formation required for interacting with a concri¥eb site is provided in the form of
annotations using terms based on the meta-vocatdiscribed above. These annota-
tions must therefore be created before the acasél te.g. forward query parameters)
can be performed. Hence, for each of the purplessieFig. 3, the page is first ana-
lyzed by a generic feature extractor to createstadli PageEl enent instances and
assert the features they expose as triples of tmn f : el enent an-
not : hasFeature "feature val ue". The rules contained in the wrapper for
the site are then used to identify elements orbé#sis of these features and infer addi-
tional annotations, which link them to the conceaytthe model and allow the media-
tor to interpret the page. The rules used for phacess are object-centered Datalog
rules, whose conditions consist of conjunctionseafuired features and whose con-
clusions specify properties that are not featutated. Since rules thus cannot infer
facts that trigger other rules, a single efficientluation pass of all rules against a
candidate page is sufficient for annotating theepag

To illustrate this approach, an example is showRi@ 4: The top left part of the
figure shows an example query page with paraméteiselecting a brand, model and
price range. The HTML code of the page is passetheofeature extractor, which
returns feature annotations such as those shotire toght, e.g. that the selection box



is adjacent to a label “Brand”, or that the buttmas the value “Search”. The rules
shown in the middle of the Figure, which would lomtained in the wrapper for this
site, use combinations of these features as theittmmto assert the additional anno-
tations. The first rule, for example, states thay &lement adjacent to the label
“Brand” restricts the propertycar : br and” with an equal To operation as shown

in the bottom of the figure. It should be notedtthia practice, the feature extractor
returns thousands of triples even for small webepaand that annotation rules typi-
cally contain conjunctions of 3 or 4 features pde.r After applying all these rules
and inferring the annotations, the elements orptige are linked to the well-known
concepts of the model Web database and hence allganeric algorithm to interact
with the site, i.e. set parameters, submit the ygbgrtriggering the click event of the

button, and extract the results.

| Features |

Query Interface Element_body_form_table_tr0_td1
hasID: ,brandselector”
—iisAdjacentTo: ,Brand”

-

Brand ‘ Volkswagen

i> Element_body_form_table_tr2_td2
has|D: , priceTo”

B
I
|
Price — |isAdjacentTo: ,<*
I

Model

;|

m— | Element_body_form_table_tr4_td1

hasValue: ,Search”

1§
Annotation Rules
If Element.isAdjacentTo(,Brand“) then Element.restriction=equalTo(car:brand)
If Element.hasID(,priceTo") then Element.restriction=lessThan(offer:price)
If Element.hasValue(, Search”) then Element.function=submitQueryWith(, click”)
il

\
\ Annotations 2} \

Element_body_form_table_tr0_td1
restriction:equalTo car:brand

Annotated Query Interface

y
Brand ‘Volkswagen ‘
—

Model ‘ ‘ [ Element_body_form_table_tr2_td2

‘ | restriction:lessThan offer:price
Price > =5

L __|Element_body_form_table_tr4_td1
‘ functions:submitQueryWith , click”

Fig. 4. Example of Rule-Based Annotations

Implementation

The evaluation of our approach is carried out sndbmains that were also used to
validate the database model, i.e. used cars ah@stde. For both domains, a global
vocabulary in the form of a small ontology was deped that contains the concepts
that can be used for queries in these domains amdnapped to the individual
sources. A concrete model taxonomy based on tha-westabulary described in the
previous section was implemented which offers ao$eit5 features that are used to



define annotation rules, e.g. hierarchical posjtioommon attributes and adjacent
texts. The model-related properties of the meta-vocajulere also extended: Re-
garding functions, subproperties ekecut eFuncti onWth were defined for
search submission, next link and detail link. Hoe fjuery interface, concepts for
| ess, | essOr Equal , greater, greaterOrEqual , equal , unequal and
contai nsString are defined as subproperties rofstri ct Property. And
finally thehasVal ueFor mat property was extended to allow defining the dgteet
and match or replace patterns from the text ustgglar expressions.

A prototype, the Deep Web Mediator, was also im@etad by the first author and
offers a standard SPARQL query endpoint that ascepieries passed as the g-
parameter of a GET http-command, and additional ¥é&hices to upload and down-
load wrappers, as well as a session-aware varfatiteoSPARQL endpoint that al-
lows accessing intermediate status notificationd additional information, such as
the transformed query and included sites for evmogpurposes. The mediator in-
cludes a custom parser that allows transformingexyginto the style of conjunctive
subqueries required by the model and injectingvesie sources from the available
wrappers in our Global-as-View approach. Asynchusnecontrol flow allows for-
warding multiple subqueries to the local sourcepanallel, collecting intermediate
results in an RDF store (OpenLink VirtuSsbefore finally executing the query. The
guery process and the interaction with the sitdevioa generic algorithm, but use the
annotations created by the rules contained in tapper to identify the model ele-
ments on the actual Web page. The evaluation sktheles is done using a proprie-
tary implementation rather than an existing rulgiea so there is no interface related
overhead. Our Deep Web Mediator is also availalméne® and offers a standard
SPARQL endpoint, a wizard-based GUI, and a setiafiing examples. Experimental
Validation
To evaluate our approach we designed a set ofasss ¢hat interact with sources that
vary from plain lists to sites incorporating thdl fmodel and that cover different
types of queries and integration problems. Fordbmain of used cars, 3 different
used-car dealership websites and a site contabeisigresults are used, and for the
domain of real estate, 3 different realtor webs#dad a site containing average lot
prices are usedl Table 2 shows the complete list of use cases, which @@ alaila-
ble as running examples on the project’s website.

The first three use cases cover the different pgges of the model: use case #1 uses
a site that consists only of the result list, whiglsplit into several pages that can be
accessed following a “next” link. Use case #2 asess source that requires submit-
ting a query to access the result list, and use #8saccesses a source that uses all
three types of pages, i.e. query interface, rdmiliand record detail. All three use
cases are covered and accurately return the reeodisalues relevant for the given

" The list of features is available via semann.bdamm/downloads/annotVoc.ttl

® The homepage for OpenLink Virtuoso can be accesisedrtuoso.openlinksw.com
° Deep Web Mediator project homepage can be acceissdmann.bdoenz.com

10 The list of sites is given on the project homepsgy@ann.bdoenz.com/default.aspx



filter, which was evaluated by manually submittitige queries and comparing the
results.

Table 2. Overview of use cases

# |Name Description
1 | Plain list Extract the average rent per town fsingle site.
2 | Search and result list Extract test results as o the brand Audi from a single

site and return brand, model and the test conaiusio

7

3 | Search, list and detail page Extract real esitiges from a single site and return detai
for offers with 3 or more rooms and a rent of 80®€200€.

4 | Disjunctive query Extract used car offers frosiragle site and return details|of
all offers for cars of the brand “Audi” that areiqad unde
12.500€ if the construction year is after 2011 odaer|
15.000¢€ if the construction year is after 2012.

5 | Union Extract used car offers from all availalsiees and returp
details of offers for cars of the brand “Audi” theate priced
under 12.500€ and have a construction year aftet.20

6 | Disjunctive union Extract used car offers fronh alailable sites and return
details of all offers for cars of the brand “Audtiat are
priced under 12.500¢€ if the construction year iera2011 o
under 15.000¢€ if the construction year is after201

7 | Relations between sourcegs Extract average redtseahestate offers from all available
sites and return those that are located in a $peoif/n and
have a lower rent/m2 than the average for that town

8 | Deep Web and local datd&xtract real estate offers from all available sdesl add th

W

bases type of town and population from a local dataset.
9 |Deep Web and externdExtract real estate offers from all available sigesl add a
databases description of the town and the population fromeaternal

SPARQL endpoint (dbPedia).

As an examplekig. 5 shows use case #3: The SPARQL query is giveneatoin (a)

of the Figure. It asks for town name, offer namesaliption, rent, rooms and floor
space for offers from a specific site and filtdrege by restricting the rent to the range
of 800€ to 1200€ and the number of rooms to a vgteater than 3. Underneath (b-
d), the three types of pages of the source sitstaman. The first is the query inter-
face. After navigating to this page, our mediateesithe annotations created by the
feature extractor and annotation rules to deterrttirerelevant fields, set the parame-
ters of the initial query and submit them. The sececreenshot shows the result list
for that query, which also offers a link to a depaige for each record that is shown to
the right. Again, both the list and detail pages annotated to allow extracting the
values and navigating. The values collected intasiner are then used to answer the
query and return the results shown at the bottotheofigure (e).



WHERE {

Wohnirr

bilien G

T ?realestatetownname ?realestatecffername Zreal.
<http://derstandard.at/anzeiger/immoweb/Immobili

alestateddescription>
/realestatedrent>
alest

Bastsoptionen

Was suchen Sie?

Wo suchen Sle?

-aspx>

?realestate
at

statefloorSpace}.
& 7realestaterooms>=3)

B ]

NEW! Die City zum Greifen nah

Etagenwohnung Miete

edescription ?realestaterent ?realestatercoms

raastesets 3| Die City zum Greifen nah

Miste
595.29

L€] ==

?realestateflocrSpace

Wahnung. Mieten Region PLZ/OR ANBIETER KONTAKTIEREN -
Wien 7., Neubau e i o Rt
et 500 200
Ostznein, wien e 993EUR -
] Wota:  99VELR Objektnummer: 5941
Flache: 87 m® N
— . Sl & Anbieter: Brezina-Real
= Wi, all Beirke
Region: Wien 7, Neubau
S Adresse: Nahe Burggasse
e SEE
Nahe/Lage: strafienseiti
. e
NEU! 3 Zimmer Familienwohnung mit Terrasse s 1875
LA Etagenwohnung Miete Verkigbar ab: ab sofort
Wien 22., Donaustadt
1 . Wohnfliche: B7 m?
ol ik Miete: 1.200 EUR %
peit Nutzfiiche: B7 m?
Zimmer: 3 Zimmer: 3
weitare Eigenschaften: Stockwerk: 2. Stock
Terrasse, Lif, Keller, Kabel/Sat-TV Coom g 999,15 £l
davan Miete: 777,52 ELR
NEU! ruhige Altbauwohnung, WG-tauglich
Betriebskosten: 130,53 EUR
Wohnung Miete
Wien 3., Landstraie Dt S0 FUR
Provision: 2,199, EUR
Miste:  1.088 EUR
Flache: 94 m* Kaution: 3.000; EUR
realestate=townname |realestate=offername raalest realestate=rent |realestate=rooms |realestata=floorSpace
Naehe Burggasse Die City zum Greifen nah Die City zum Greifen nah Das Museumsquartier ums Eck, der 1.8ez... 999,29 3 87 @
3 Zimmer mit... |3 Zimmer Famiienwohnung mit Terrasse Diese durchdachte Wohn... | 1199,75 3 91
ruhige Altbauwohnung, WG-ta... ruhige Altbauwohnung, WG-tauglich Sehr schoene Altbauwohnung... | 1088 3 95
ERSTBEZUG: Schicke Neubauw... ERSTBEZUG: Schicke Neubauwohnung mit Garten Zur Vermietung ... 1150 3 84
Lugeck Einzigartige Designerwohnung .. |Einzigartige Designerwohnung mit Autoabsteliplatz! Einzigartige De...|1184,24 3 107
Wertheimstein-Park Absolute TOP-Lage - hauseige... Absolute TOR-Lage - hauseigene Parkaniage! Sanierte 3-Zimmer- ... 990 3 69
Murlingengasse Exklusiver Erstbezug im Herzen... Exklusiver Erstbezug im Herzen des 12. Bezirks Exklusiver Erstbezu... 984,16 3 77
Murlingenaasse Exklusives Wohnen im Herzen ... |Exklusives Wohnen im Herzen des 12. Bezirks Exklusives Wohnen i.. (945 3 &6

Fig. 5.

The next three use cases listed able 2 cover additional types of queries. While the
first three queries only used conjunctions, uses @& includes a disjunction. This
query is transformed and split into two conjunctisébqueries by our Mediator,
which are executed independently and returned@meatenated list. While the pre-
vious use cases only accessed a single site, sse#Baaccesses all available sites of
the domain and returns the union of the collecembmds. Use case #6 then extends

Use Case #3: a) Input query, b) Source’s queryfatte, c) Source’s result list,
d) Source’ record detail, €) Deep Web Mediator Resul

this to also include a disjunction, resulting isub queries (2 queries for 3 sites).

The final three use cases cover integration frdifiergint sources: use case #7 extracts
information from a Deep Web site that publishesrage rents per square meter and
then uses the value to restrict the offers extdafiem realtor websites so only those

that are below this average are returned. And lfinake cases #8 and #9 combine
real estate offers taken from Deep Web Sites wifbrmmation taken from a local

database (#8) and dbPedia (#9).

All nine use cases could be implemented succegséultl are available as running

examples on the project’'s homepage.



Conclusion and Outlook

Our approach allows accessing and integrating ssuon the Deep Web with
Global-as-View mediators. The application of a niaethe basis of the extraction
process has proven to be valuable in two respiafiows employing a generic ex-
traction process that can be tested, improved ahdreed independently of the actu-
al sources. Secondly, in contrast to other projeudtere the success of the extraction
approach is shown by stating the percentage otctlyrextracted facts, but the rea-
sons for the success or failure with individualrses cannot be clearly explained, the
presented approach involves no such uncertaintigbe site is compatible to the
model, which can be determined by comparing a ebwostraints derived from the
model, it can be reliably included as a source,ifiitds not, the reason, i.e. the crite-
ria that could not be met by the site, is cleasyikd. Furthermore, the approach is
extensible in the sense that the model and thefdeatures used by the annotation
rules can be extended to allow including furthézssi

Our next steps will be to extend the model to ideladditional sites and to use
reasoning as a means to integrate different voaabsl that might be used in the
query or the sources, but are linked by relatiamhsasowl : saneAs. In addition,
we are planning experiments to apply machine legrno generate the wrappers.
While fully automated, domain-independent wrappemegation may be out of reach,
creating rule sets for a site of a specific domaimg a manually created training set
for the same domain seems feasible and shouldstt &low us to create an automat-
ed suggestion, or possibly even fully applicable sgts for new sites on demand.
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