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Tool for Testing Bad Student Programs
IVAN PRIBELA, DONI PRACNER and ZORAN BUDIMAC, University of Novi Sad

This paper presents an effort to address efficient assessment of less than perfect students’ solutions in a semi-automated code

assessment process. Automated and semi-automated code assessment has its drawbacks when it comes to the poorly written
and often non compiling programs created by beginner students. The usual assessment automation approaches often lead to

adaptation of courses and assignments to the assessment process, while we try to avoid such trend and thus improve the

students’ experience. The solution proposed in this paper focuses on automation of the assessment process itself as opposed to
the automation of grading which is the usual approach. This paper presents the concept and design of a tool aimed to support

such process as well as presents two case studies that validate the use of the proposed tool.

Categories and Subject Descriptors: K.3.2 [Computers And Education]: Computer and Information Science Education—
Computer science education; D.2.5 [Software Engineering]: Testing and Debugging—Testing tools

General Terms: Management, Measurement, Verification

Additional Key Words and Phrases: code assessment, manual assessment, semi-automated assessment, test-based assessment

1. INTRODUCTION

Nowadays, teachers, especially on computer science classes, are faced with grading an ever increasing
number of students’ assignments. There are three ways to avoid overburdening them: reducing the
number of students, increasing the number of teachers, and transferring some of the load from the
teachers to the computers. As it is obvious that the first two approaches are often not feasible, getting
help from computers and introducing some form of automatic assessment in everyday practice becomes
the only possible way of dealing with this issue in an efficient way. This approach, at least theoretically,
also increases objectivity of the grading process.

However, fully automated code assessment, with all the benefits it brings, also has its drawbacks.
The major one lies in the fact that not everything can be tested by a machine. Typical examples are
finer points of coding style like the correct use of procedures and recursion, which are very hard to
catch even by very complex metrics. Unfortunately, many approaches in automated assessment are
focusing on automation of grading of all aspects of students’ solutions.

This often lead to adaptation of courses and assignments to automated assessment, while the oppo-
site should be prefered. Such trend is inappropriate and can prove to be very unfavorable to students,
especially on first year programming courses.

The main problem arises from the fact that the beginner students are still learning how to program.
They are not yet knowledgeable and disciplined enough to follow strict and rigid program specifications
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that are often required by automated testing systems. These students often struggle while creating
even simple programming solutions that barely compile and execute.

Such strict rules for the program format and output are perfectly acceptable for experienced stu-
dents or applicable in coding competitions. However, it is very hard to use them with beginners within
their introductory programming classes or generally with less successful students that have difficulties
coping with the basics of compilation and program execution.

This results in a rather harsh treatment of nearly satisfactory solution, where the students can lose
unproportionally large amount of points to a trifle error. This can be called extreme objectivity, and is
easily removed by manual inspection of the student solution.

We propose a better approach which adapts the automated testing to first year courses, and not
vice versa. More precisely our proposal is a semi-automated approach that automates the assessment
process itself and leaves the finer points like the grading to the instructor.

The rest of the paper is organized as follows. The second section elaborates on the need of a tool that
would support the proposed approach. The third section presents one solution that tries to tackle the
described problem while the following section offers two typical example situations that illustrate the
applicability of the proposed tool in a real learning environment. Finally, a brief conclusion and plans
for further work are given in the final section.

2. RELATED WORK

Automatic and semi-automatic assessment of student programing assignments started as early as
1960. Among the first authors were Hollingsworth [Hollingsworth 1960] and Wirth [Forsythe and
Wirth 1965], whose systems were designed for assembler and Algol. Since then many other assess-
ment tools were developed [von Matt 1994] that usually followed modern concepts introduced by new
operating systems and new programming languages.

Unfortunately, many such ventures focus on a specific programming language or a specific plat-
form, like the systems described in [Dempster 1998; Hawkes 1998; Joy et al. 2005] that focus on Java
programming language. This is in line with the trend of Java being the one of the most widely used
programming languages on introductory courses. There is also sparing support for other popular lan-
guages like Pascal, C/C++ and Python.

There were though some attempts to create a system for testing that will encompass wider spec-
trum of programming languages, like the one developed in Python presented in [Amelung et al. 2006].
These automated assessment systems are usually language independent if the assessment is based on
comparison of the output.

There were also attempts to bring automated assessment of programming to learning management
systems (LMS). The assessment system described in [Botički et al. 2008] addresses assessment of SQL
Select queries and short programming assignments in a custom LMS environment, providing support
for multiple programming languages. However, that solution is limited to the AHyCo LMS developed
by its authors and lacks support for large programming projects.

Most contemporary efforts to address the issue of testing non compiling solutions are Web based and
offer only visual inspection, like Assyst [Jackson and Usher 1997], which offers a graphical interface
that can be used to direct all aspects of the grading process.

BOSS [Joy et al. 2005] is also a Web-based tool, which supports the whole of the assessment process
and does not constrain the teacher to present or deliver their assessment material in any given style.
Support for software metrics and for unit testing is covered as well.

Another fully functional assessment system called Testovid [Pribela et al. 2011] in comparison to
the mentioned systems is built on Apache Ant and thus is not dependent on any programming lan-
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guage or specific building and compilation logic. Furthermore, the system is used in a wide variety of
situations and environments, as it is very extensible, modular, and can quickly adapt to new trends. It
supports both fully automatic and semi-automatic assessment and can be extended to support manual
assessment as well.

In their paper [Ahoniemi and Karavirta 2009], the authors Ahoniemi and Karavirta focus on the
manual assessment and analyze the use of a rubrics-based grading tool on larger courses with multiple
graders. Their results show that the use of such tools can support objective grading with high-quality
feedback with reasonable time usage. They also give some pointers for teachers intending to adopt
such tools on their courses.

Auvinen goes a step further in his tool called Rubyric [Auvinen 2011] and presents a tool for rubric-
based assessment that helps course staff construct textual feedback for students. The tool allows teach-
ers to create grading templates that specify the evaluation criteria and contain feedback phrases for
typical mistakes. Because many students make similar mistakes, large portions of feedback can be
constructed from pre-written blocks making it possible to give detailed feedback and thus automate
the process of grading with little effort.

Another effort at automating the grading process while keeping the human at the center is de-
scribed in [MacWilliam and Malan 2013]. On a CS50 introductory course at Harvard University, when
students complete programming assignments they have traditionally received feedback from staff in
the form of comments via email. Staff reported spending significant amounts of time grading because
of bottlenecks that included generating PDF documents and manually emailing feedback to students.
As it is always preferable that the staff spend less time on logistics and more time providing feedback
and helping students, the authors of the paper set out to improve the efficiency of the grading process
by creating a web-based utility through which staff can leave feedback for students. This resulted in a
10% fewer hours per week and 13% fewer minutes per student, even while providing as much or more
feedback.

Another similar approach with assessment [DeNero and Martinis 2014] aimed to improve the com-
position quality of student programs argues that the program structure can be understood effectively
only by a person. In their paper authors describe their experiences on manually grading over 700 stu-
dents by a staff of only 10 human graders. To facilitate this effort, they created an online tool that
allows teachers to provide feedback efficiently at scale.

However, another topic to keep in mind with manual computer-based assessment for handling large-
scale courses is the assessment granularity. The forms that the assessment takes can vary widely from
simple acknowledgement to a detailed analysis of output, structure and code. The study [Falkner et al.
2014] analyses the degree to which changes in feedback influence student marks and persistence in
submission. In their work, the authors collected data for over a four year period and for over 22 courses.
They discovered that pre-deadline results improved as the number of feedback units increase and that
post-deadline activity was also improved as more feedback units were available. Unfortunately, greater
granularity also means more load for the teachers thus a balance must be found.

3. THE AUTOMATION SCRIPTS

Based on our own problems and experiences in grading large number of student solutions, a set of
helper scripts have evolved over a period of time. These scripts have been in use with an array of
different assignments in several programming courses on our Department.

The approach assumes that the student solutions are all stored together in one folder with a sub-
folder corresponding to each student. The naming of the subfolders and the method used to collect
all the solutions, be it an automated submission system or manual collection, is of no importance. Al-
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though it is recommended that the subfolders contain the student’s name or id this is not required by
the scripts.

Fig. 1. Folder layout for a typical asignment

A list of the students to be graded is supplied to the scripts via a file usually named “students.txt”.
This list can be generated from folder names, although most of the courses have some sort of an elec-
tronic list of the students, probably in a spreadsheet or exportable as such. Such spreadsheets can also
be used for this purpose. Since it possible that the folder names are different than the actual student
names, the input can either be a list of the folders or a table with folder identifications and student
names and whatever additional data is needed or wanted. In our system we use the student id, their
names and groups numbers. A different scenario might also use date and time of last submission,
classroom number or whatever might be relevant.

The current implementation of the system uses Apache Ant [Loughran and Hatcher 2007] as the
central driver of the process. Ant is a Java library that was originally developed to help with the
build process for complex Java projects, with the goal of making something similar to Makefiles for C
projects, but at the same time platform independant since it would be running in the Java Virtual Ma-
chine. The two basic concepts in an Ant build file are tasks (individual actions such as compilation) and
targets (more complex combinations of actions – a number of tasks in order). It provides a number of
built-in tasks for compileing, testing and running Java programs, but also to work with filesystems and
other types of programs. It can also be easily expanded with custom tasks, and is therefore applicable
to any process that is defined in the above terms.

At the core of switching between student solutions to be graded is the custom Ant task that loads
up the next solution. The data about the current student being graded is held in a file called “cur-
rent.properties”. The file is in the standard Java properties format, allowing all the data to be acces-
sible to the scripts or other tools as needed. If the file doesn’t exist, the assumption is made that the
grading has just begun and the first student is to be chosen. Otherwise, the student list is consulted
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and the first student after the currently selected one is chosen. Either way the data from the list
will be put into the “current.properties”, the content of the temporary folder will be deleted and then
populated with files relevant to the next student solution.

The content of this temporary folder consists of combined files from several folders. The script first
copies the content from a universal folder with files and data relevant for all students on a course. This
folder usually contains basic test files that are not related to the specific group or helper libraries that
are used in the assignment. Next, contents of a folder for the corresponding assignment is collected.
Most often this folder contains test files for the assignment. Finally the files that represent the stu-
dent’s solution are copied over to the temporary folder. This final folder stores all files the student has
created for the assignment. By default, the script will copy over all the files found in this folder. This
behaviour can be overridden and the set of files copied restricted by any regular expression or a set of
expressions.

If needed, the list of the included folders can be easily expanded. Apart from the described folders,
any files from another source can be included in the content of the temporary folder. These new sources
can include supplemental library files, folders with correct solutions, or practically anything that is
needed.

Besides helping with the set up of the testing area, the scripts can also help with the actual testing.
This help can be in the form of program compilation, using Ant tasks defined for this, running of the
student’s solution with different inputs, which may vary depending on the student’s assignment, or
basically anything else supported by Apache Ant.

One of the pre-built tasks is used for execution of the student’s program with the simplest input for
a quick initial test. This allows the teacher to make manual changes to the program before running
the second built-in task that will run all the inputs from the temporary folder that are described by a
regular expression. Most of the assignments will also have a task to run the (partial) correct solution
for comparison, as well as support to open up the source code of the submitted program and the correct
solution or a snippet of code in an editor or difference comparison program. This all allows for saving
time on repetitive tasks while giving maximal flexibility in the process for manual interventions.

The advantage with building the system around Apache Ant scripts is that support is widespread,
allowing for their usage in many different set-ups, such as Eclipse or NetBeans plugins, a lightweight
editor, or even directly from the command line, possibly as part of a larger script. Additionally there
are a lot of people familiar with the standard which makes customisations to the scripts much more
accessible.

4. TYPICAL USE CASES

To illustrate the proposed approach and the implemented system, we will describe two typical use
cases. We have selected assignments from the course Data Structures and Algorithms course on our
Department that best illustrate the scripts in action.

The first usage example of the proposed scripts is an assignment that is common in the education of
programming – sorting data. The assignment is to load some data from a file, use a specified sorting
algorithm and save the data to another file. The students are organised into groups due to spacial
limitations, so different groups will have different types of data. An item in the array to be sorted
will typically be some form of a record, such as information about people, ie. name/surname/birth
year, or an array, such as measurements of temperatures during a week. On this data one of the
three possible elementary sorting algorithms should be applied with a simple sorting key, and some
additional constraint as a bonus task (for instance sorting by a second criteria).

Automated testing on an assignment such as this proves to be rather difficult for anything other
than the fully correct solution. The students often make small mistakes with the indexes in the al-
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Fig. 2. Script for an asignment loaded into eclipse

gorithms which can result in partially sorted arrays, duplicated items, or even crashes and endless
loops. Although these can be very close to the correct solution, an automated tester would give such a
solution an unproportionally low amount of points.

Apart from this, it is hard to automatically detect whether a solution that gives the correct result
was made with the correctly selected algorithm. The selection of the appropriate sorting algorithm, not
just its implementations, is one of the main tasks of this assignment.

Another common problem for automated testing is that students make mistakes in saving the results
in the file, forgetting to put in breaks between data or mixing up the order of the fields.

For the second use case we took another assignment common for computer science curricula – search-
ing. Namely the illustrated algorithm is backtracking. One of the assignments that are used on the
same course is to find a path through a maze presented in an ASCII text file.

The problem is easy to understand for the students, it illustrates the principles very nicely and it also
allows for variance that is required to make different assignments for different groups. For instance
there can be “classical” mazes with walls, a starting point and an end point. There can additionally
be collectables spread through the maze (pieces of gold or chocolate, radiation levels...) with the task
to either maximise or minimise the route in some way (length, collectables collected...). There can
be mazes with special rules, such as using only odd numbers to move, or jump in certain directions,
different heights that can only be traversed downwards, etc.
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This assignment also has the problem of being hard to automatically grade with anything other
than fail or pass for a number of inputs. Again there are often mistakes that lead to endless loops or
recursion, typos or wrongly defined transitions, all of which are hard to algorithmically detect, and
might lead to all of the outputs being wrong, while the code still shows the basic understanding of the
problem at hand.

Our tool can help the instructor with these types of submissions in several ways. The testing area
is being rebuild for each student from scratch with correct inputs for the student’s group. Once a
submission has been graded, the next student will be automatically loaded. Both of these save time
and increase the reliability of the process.

The instructor can run a number of pre-defined tests on the current submission starting with a very
basic test. If it fails there is no use in running the more complex ones straight away, especially if the
fault is in the format of the output for instance. Instead the instructor can mark down the detected
problem and make manual changes to fix them and then re-run the tests to check for further faults.
Correct solutions to the problem can also be run on the same inputs for comparison.

To further help with the grading there are also options to run comparisons to pre-defined blocks
of code that contain the correct solutions, either as complete programs, or just snipets that apply to
a particular part of the assignment. This can help in detecting subtle mistakes such as array index
problems, or special cases that are often overlooked and can pass undetected by an worn instructor.
It can also help if there was a prescribed method of solving the problem – as in our sorting use case,
where a particular algorithm is part of the assignment.

5. CONCLUSIONS AND FUTURE WORK

The proposed scripts can help greatly with the repetitive tasks during the manual grading. Typical
assignments that show the benefits of using such scripts are illustrated in the previous chapters.
The teacher only needs to monitor a single folder. The student’s submissions will be copied one by
one automatically without even a need to manually look up who the next student is let alone where
the solution and other files are. The appropriate test cases will be loaded as well, and the grader
has an array of options that can be applied as the situation demands. These options can range from
an application of simple input files to an executing program, to the comparison of student code with
snippets of correct solutions. Also, only one test case can be applied, all of the prepared test cases, or
an ad hoc example. All the time during such grading the teachers have the options for manual changes
of the students’ code as needed and can combine all the mentioned options as they like.

The proposed scripts greatly decrease the time needed to set up and tear down a testing environment
for fair grading of solutions. At the same time they also eliminate a lot of the possible sources of
mistakes that are common for repetitive tasks.

Our current research efforts are directed at gathering more data on the impact of this approach on
the time teachers spend on assessment compared to standard two-phase approach. The experiences in
using these scripts for the last few years have been positive.

Another objective is to collect more usage examples and then improve the scripts to cover more
scenarios during the manual testing or incorporate the scripts in a larger environment. This is aimed
to maximize the help offered to the teachers and further shorten the time needed for the repetitive
tasks.
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