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1 Introduction 

Semantic transparency is known to play an im-

portant role in the storage and processing of 

complex words (e.g. Marslen-Wilson et al. 

1994), and human raters of transparency achieve 

high levels of agreement (e.g. Frisson et al. 2008, 

Munro et al. 2010). In the case of noun-noun 

compounds, overall transparency is largely de-

termined by the transparency of the individual 

constituents. For example, Reddy et al. (2011) 

showed that the perceived transparency of a 

compound is highly correlated with both the sum 

and the product of the perceived transparencies 

of its constituents. Furthermore, many psycho-

linguistic studies find significant effects for se-

mantic transparency using a four-way distinction 

based on perceived constituent transparency: 

transparent-transparent (e.g. carwash), transpar-

ent-opaque (e.g. jailbird), opaque-transparent 

(e.g. strawberry) and opaque-opaque (e.g. hog-

wash) (Libben et al. 2003). Bell and Schäfer 

(2013) modelled the transparency of individual 

compound constituents and showed that shifted 

word senses reduce perceived transparency, 

while certain semantic relations between constit-

uents increase it. However, this finding is prob-

lematic in at least two ways. Firstly, it is not 

clear whether there is a solid basis for establish-

ing whether a specific word sense is shifted or 

not. For example, card in credit card is clearly 

shifted if viewed etymologically, but may not 

synchronically be perceived as shifted due to its 

frequent use. Secondly, work on conceptual 

combination by Gagné and collaborators has 

shown that relational information in compounds 

is accessed via the concepts associated with indi-

vidual modifiers and heads, rather than inde-

pendently of them (e.g. Spalding et al. 2010 for 

an overview). This leads to the hypothesis that it 

is not whether a specific word sense is etymolog-

ically shifted, nor whether a specific semantic 

relation is used per se, that makes a compound 

constituent more or less transparent; rather, it is 

the degree of expectedness of a particular word 

sense and a particular relation for a given con-

stituent. In this paper, we provide evidence in 

support of this hypothesis: the more expected the 

word sense and relation for a constituent, the 

more transparent it is perceived to be. 

2 Method 

We used the publicly available dataset described 

in Reddy et al. (2011), which gives human trans-

parency ratings for a set of 90 compound types 

and their constituents (N1 and N2), and compris-

es a total of 7717 ratings. To model the expect-

edness of word senses and semantic relations for 

a given compound constituent, we used the con-

stituent families of the compounds, which we 

extracted in a two step process. We took all 

strings of exactly two nouns that follow an article 

in the British National Corpus and which also 

occur four times or more in the USENET corpus 

(Shaoul and Westbury 2010). From this set, we 

extracted the positional constituent families for 

all constituent nouns in the Reddy et al. dataset, 

giving a total of 4553 compounds for the N1 

families and 9226 for the N2 families. Each of 

these compound types was coded for the seman-

tic relation between the constituents (after Levi 

1978), and for the WordNet sense of the constit-

uent under consideration (Princeton 2010). We 

then calculated the proportion of compound 

types in each constituent family with each se-

mantic relation (relation proportion), and each 

WordNet sense of the constituent in question 

(synset proportion). We take these two measures 

to reflect the expectedness of the respective rela-

tions and WordNet senses of the constituents: if a 

relation or sense occurs in a high proportion of 

the constituent family, it is more expected. These 

variables were used, along with other quantita-

tive measures, as predictors in ordinary least 

squares regression models of perceived constitu-

ent transparency. The final model for the trans-

parency of N1 is given in Table 1: 
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3 Results 

All predictors in our model enter into significant 

interactions, and these are shown graphically in 

Figure 1, where the contour lines on the plots 

represent perceived transparency of the first con-

stituent (N1). The first plot shows an interaction 

between relation proportion and overall (log) 

family size: for small families, relation propor-

tion plays little role, whereas for larger families, 

in accordance with our hypothesis, the transpar-

ency of N1 increases with the proportion of the 

corresponding relation in the family. The second 

plot shows the interaction between the synset 

proportion and the total number of a constitu-

ent’s senses (as listed in WordNet): only if there 

is a sufficient number of different senses in the 

family is their proportion a reliable predictor of 

semantic transparency. There is also a small but 

significant interaction between the log frequency 

of a constituent and the proportion of the constit-

uent family (in terms of tokens) represented by 

the compound in question: this shows that trans-

parency increases with frequency, but only in the 

lower frequently ranges does the proportion in 

the family play a role. 

4 Conclusion 

Overall, the model provides clear evidence for 

our hypothesis. N1 is rated as most transparent 

when it is a frequent word, with a large family, 

occurring with its preferred semantic relation and 

most frequent sense, and with few other senses to 

compete. We interpret the results as indicating 

that compound constituents are perceived as 

more transparent when they are more expected 

(both generally and with a specific sense) and 

when they occur in their most expected semantic 

environments. In information theory, the less 

expected an event, the greater its information 

content: in so far as perceived transparency is a 

reflection of expectedness, it can therefore also 

be seen as the inverse of informativity. 
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  Coef  S.E.  t  Pr(>|t|) 

Intercept  -4.6413  0.6593  -7.04  <0.0001  

relation proportion in N1family  -0.2187  0.6013  -0.36  0.7161  

log family size of N1 -0.0189  0.0931  -0.20  0.8395  

synset proportion in N1family -0.2426  0.6152  -0.39  0.6934  

log synset count of N1 -0.7939  0.2469  -3.22  0.0013  

compound proportion in N1 family (token-based) 3.0130  0.6788  4.44  <0.0001  

log frequency of N1  0.8728  0.0569  15.34  <0.0001  

relation proportion * log family size  0.3311  0.1305  2.54  0.0113  

synset proportion * log synset count  0.6855  0.3161  2.17  0.0303  

compound proportion * log frequency N1 -0.2804  0.0816  -3.44  0.0006  

     

Table 1:  Final model for the transparency of N1, R
2
 adjusted = 0.334 

   
Figure 1. Interaction plots for N1 transparency 
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