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Abstract. There is an ongoing debate in the psychology of reasoning whether
and how logic can be used to describe the human inference process. Many psy-
chological findings indicate that humans deviate from classical logic inferences.
Some researchers have proposed to use ternary logics instead to model human
reasoning processes.
In this article we re-analyze the famous Wason Selection Task that has been re-
searched in more than 100 publications and can be regarded as one of the most
important reasoning experiment in the psychology of reasoning. It investigates
how participants check if a given conditional statement holds. Most cognitive
modeling approaches have focused on explaining the general response pattern.
Instead, we focus on the pattern generated by each participant.
In particular, we conduct a meta-analysis to identify these patterns. Thereafter, we
analyze these patterns. If there is a two-valued model of human reasoning pro-
cesses, then there must be two-valued truth-tables that can generate the patterns.
Finally, we show by a search through the space of all two-valued truth tables that
there are patterns that cannot be explained by two-valued logics. However, these
patterns can be explained, when extending the representation to three-valued log-
ics.

1 Introduction

Conditional reasoning, i.e. reasoning about “if”-statements, is common in everyday life.
Statements with “if” can express rules (deontic reasoning), assumptions and hypothe-
ses (hypothetical reasoning), and reasoning about impossible scenarios (counterfactual
reasoning) among many others. Experimental findings have widely demonstrated that
many humans deviate from understanding “if” as the material implication taught in clas-
sical logic [16]. One of the first approaches to analyze the human inference processes
has been proposed by Wason in the so-called Wason Selection Task [21]. Consider the
four cards shown in Figure 1 and consider the following task:

On each card there is a number on one side and a letter on the other side.
Because the cards are laying on a table you see only one side. As you can see,
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Fig. 1. The Wason Selection Task. Participants have to decide which card(s) they necessarily need
to turn to test whether the rule “If a card shows an D on one side, then its opposite side is a 3”
holds.

two of the cards show letters “D” and “K” and two other cards show numbers
“3” and “7”. The participant’s task is to select cards that need to be turned
over in order to test the truth of the statement “If the letter side shows a “D”
then the other side shows a “3”. How many cards at most and which have to
be turned in order to show that the rule does or does not hold?

Table 1. Aggregated results reported by Oaksford & Chater (1994) for the Wason Selection Task
(rule p ! q and in brackets the cards from Fig. 1).

p (D) q (3) q (7) p (K)

Percentage of cards selected 89 62 25 16

Standard Deviation (SD) 15 12 14 09

Answers from the participants about the number of cards to be turned range from 0
to 4. A meta-study by [16] analyzed how many of the cards are turned (see Table 1).

– Most participants (89%) would turn the card “D” because “given the rule p ! q
and observing p on the one side, q must be on the other side for the rule to hold”.
This is the apparently well-known modus ponens (MP) and is classical logically
correct.

– 62% of the participants want to flip the card “3” because “given p ! q and observ-
ing q, p must be on the other side”. This is known as affirmation of the consequence
(AC) and is classical logically incorrect.

– 25% of the participants want to flip the card “7” because “given p ! q and observ-
ing q, p must be on the other side”. This is known as modus tollens (MT) and is
classical logically correct.
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Table 2. Inference rules and abbreviations: MP: Modus Ponens, DA: Denial of Antecedent, AC:
Affirmation of Consequence, MT: Modus Tollens

Rule Number Name Premises Conclusion Logically correct?

1 MP p ! q, p q Yes

2 DA p ! q, p q No

3 AC p ! q, q p No

4 MT p ! q, q p Yes

– 15% of the participants want to flip the card “K” because “given p ! q and ob-
serving p, q must be on the other side”. This is known as denial of the antecedent
(DA) and is classical logically incorrect.

Possible explanations for the behavior of the participants vary from heuristics and
information gain [17] to a bi-conditional interpretation of the conditional statement
[15] of the logically naı̈ve reasoners.3 The classical inference rules are summarized in
Table 2.

One explanation for the behavioral findings was that the domain is too abstract and
the possible lack of background knowledge was why participants made this mistake. For
this reason Johnson-Laird and colleagues [11] examined the influence of background
knowledge and were able to show that a similar problem was solved correctly. Cosmides
and Tooby [3] showed in an experiment that in a “social” or content formulation of the
Wason Selection Task more than 70% of the participants gave the correct answer (turn-
ing the MP and MT-cards and none of the other cards). An explanation is that humans
are better in detecting deviations from social rules. Consider the following problem:

You are a police officer and have to check if guests in a restaurant adhere to the
following rule “If someone drinks alcohol, then this person must be over 21.”
There are 4 guests sitting in the restaurant at this time (that are represented on
cards as above). On the first card there is a person drinking beer, on the second
one there is a person drinking Coke, the third card represents a person with 22
years and the fourth card a person 17 years old. Which card(s) only do you
need to turn to check if the rule holds?

It is easy to see that this formulation is isomorphic to the previous abstract version
as follows: drinks alcohol corresponds to the card “D”, 22 years to “3”, Coke to “K”,
and age 17 to “7”. The experimental findings of Cosmides and Tooby [3] indicate that
despite an isomorphic formulation of the Wason Selection Task, humans perform in
the social/content based case considerably better than in the abstract case. This shows
that humans are not simply applying rules regardless of the domain. Hence, human
reasoning is context dependent and a semantic approach seems to be a more appropriate
cognitive modeling option.

3 This term means that participants in such experiments do not have any training in logic.
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Modeling approaches using a ternary logic like the Łukasiewicz logic [14] in [5]
can explain the differences between the abstract and social case version of the task,
where the conditional is understood as a biconditional and in addition for the abstract
case abduction is applied to explain the cards. Hence, ternary logic is sufficient. But can
we explain the results of the Wason Selection Task by a two-valued logic as well?

Any cognitive modeling approaches so far which we are aware of (see e.g., [16]) has
focused on the aggregated data for each card, i.e., the number of participants that could
pick a card (see the Table 1 above). Such an aggregated analysis may lead to a wrong
interpretation and erroneous modeling, it disguises important factors in the data. Hence,
in the following we will re-analyze the data in the line of the following questions:

1. Data/Empirical Analysis: Which response patterns are chosen by each participant?
Are there empirical differences between the abstract and social version of the Wa-
son Selection Task?

2. Modeling: Can these patterns be modeled by two-valued logics, rule-based, or prob-
abilistic approach? Can three-valued logics model these patterns?

3. Processing/System-based analysis: In which order are the answers given and can
they be explained?

2 Empirical Analysis: The Response Patterns

To gain a broader data base on the existing experimental literature we searched pubmed4

and google scholar5 with the keywords: ”Wason Selection Task” and ”Experiment”. We
identified 43 articles that reported at least six of the sixteen possible answer patterns (see
Table 3). We classified the answer patterns according to “social” based experiments
(like the reported social version above) and an abstract version (cp. the abstract version
above in Fig. 1). Additionally, we ranked the given answer patterns according to their
frequency (see Table 3). Analyzing the table we find the following:

– In the social and in the abstract version, only few participants chose the pattern All.
This pattern is chosen by less than 5% of the cases in the abstract case and less than
1% in the social case.

– The classical logical correct response MP+MT is highest ranked in the social ver-
sion of the Wason Selection Task, although not even half of the participants have
chosen this pattern (about 45%).

– Patterns in the first three ranks are the same for both tasks, only their order is
different.

– The matching hypothesis [6], i.e., the pattern MP+AC appears similarly often in
the abstract and the social version, and only in about 22-23% of the cases.

– The pattern MP+MT+AC was used significantly often in several studies (e.g., cp
Table 4). This pattern has been chosen by as many as 25% [22], 19% [1], 12% [7]
of the participants in several experiments. We will see later that this answer pattern
is not replicable by two-valued logics.

4
http://www.pubmed.de

5
http://www.scholar.google.de
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Table 3. Ranked answer patterns for the social and abstract version of the Wason Selection Task.
Ss refers to the number of participants, where the total number of participants where 519 in
the social and 7576 in the abstract case. ‘-’ means below 1%. All = MP+ AC+ DA+ MT, i.e.,
a participant has turned all cards. None means that a participant has turned no card at all. The
patterns emphasized in grey are the ones which are not representable by any two-valued logic as
will be discussed later.

Rank Social Ss % Abstract Ss %

1 MP+MT 238 45 MP 2047 26

2 MP+AC 116 22 MP+AC 1808 23

3 MP 72 14 MP+MT 1022 13

4 MP+MT+AC 31 6 AC 455 6

5 MT 15 3 MT+DA 448 5.9

6 AC+DA 6 1 All 383 5

7 All 4 - MT 332 4.4

8 None 4 - AC+DA 267 3.5

9 MT+AC+DA 3 - DA 266 3.5

10 DA 2 - None 195 2.6

11 AC 2 - MP+DA 167 2.2

12 MP+MT+DA 2 - MP+MT+AC 163 2.2

13 MP+AC+DA 1 - MT+AC 99 1.3

14 MT+DA 1 - MP+AC+DA 59 -

15 MT+AC 0 - MT+AC+DA 50 -

16 MP+DA 0 - MP+MT+DA 35 -

3 Modeling Approaches

In the previous section we reported and ranked answer patterns in the literature (for a
complete overview over each single study please refer to Table 4). In this section we
investigate if these patterns can be explained by different modeling approaches, e.g., by
two-valued logics.

3.1 Two-valued Logics

Given that L(R) is a set of propositional formulas on a set of propositional variables R,
a two-valued valuation of a formula is a function v : L(R) ! {0, 1}, where 0 means
false and 1 means true. The valuation function for the material implication is as follows:

v(p ! q) =

⇢
0 if v(p) = 1, v(q) = 0

1 otherwise



6 Marco Ragni, Emmanuelle-Anna Dietz, Ilir Kola, and Steffen Hölldobler

Table 4. Six patterns in the meta-analysis of 46 articles. Ss = number of participants. All other
values are percentages chosen by the participants.

Publication Ss MP MP+ MT MP+ AC MP+ MT+ AC MP+ AC+ DA All Others
p p, q p, q p, q, q p, q, p p, q, p, q

Social
[4] 32 44 9 31 9 0 0 7
[9] 50 6 82 2 6 0 0 4
[22] 40 0 65 3 25 0 0 8
[22] 40 0 45 18 8 0 0 18
[8] 60 27 17 23 10 0 0 23
[7] 25 16 16 36 12 0 0 20
Total 247 15 42 17 11 0 0 14

Abstract
[10] 128 33 4 46 7 0 0 10
[18] 12 33 33 25 8 0 0 0
[23] 320 19 36 13 6 2 8 16
[9] 50 28 0 52 6 0 0 14
[1] 16 13 25 25 19 0 6 0
[12] 89 13 19 24 9 2 13 19
[20] n/a 35 5 45 7 n/a n/a 8
Total 615 18 13 40 7 1 2 19

As we are in particular interested in reasoning with conditionals, we will only consider
valuations of the form p !i q, where the index i denotes the pattern that follows from
the valuation of !i and possibly differs from the valuation of the material implication.
The material implication as defined above corresponds to the chosen truth table for
!MP+MT in Table 5, from which the pattern MP+MT follows.

Note that we need to distinguish between skeptical and credulous reasoning here.
A pattern follows skeptically, if it holds under all possible valuations of a given impli-
cation. In contrast, a pattern follows credulously if it holds under at least one valuation
of a given implication. For instance, consider again the Wason Selection Task: Given
that the implication D ! 3 needs to be verified and considering card D, the majority
of participants knows that the other side of the card could be either 3 or not 3 and turn
the card. It is not enough to assume that there exists one valuation for which the impli-
cation is valid (in this case where 3 is on the other side), but all possible valuations for
the given propositional variable need to be taken into account.
From this point of view, it is quite natural to assume that participants reason skeptically,
i.e. they require that a given pattern follows from an implication only if that pattern
follows for any valuation with respect to this implication.

Additionally, we require that patterns indicate different inference processes. For
instance, if participants chose a certain pattern, e.g. MP+AC, they did reason differently
than the participants who chose only MP or only AC. Consequently, the representation
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Table 5. Overview of the truth tables for several patterns. In case the option was ‘0/1’, the reason-
ing pattern was satisfied regardless the truth value in the cell. However, in order to have unique
truth tables for the patterns, the highlighted values had to be chosen.

p q !MP !MT !MP+MT !AC !MP+AC !DA !AC+DA !MT+AC !MP+MT+AC !All

Projection Logical Conjunction Converse Implication !MP+DA !MP+MT+DA Biconditional

0 0 0 /1 1 1 0 /1 0 /1 1 1 1 1 1

0 1 0/ 1 0/ 1 0/ 1 0 0 0/ 1 0 0 0 0

1 0 0 0 0 0/ 1 0 0 1 0 0 0

1 1 1 0 /1 1 1 1 0 /1 1 1 1 1

for each of the sixteen patterns needs to be unique, i.e., excluding all other patterns. For
instance a model representation that corresponds to MP+AC, cannot correspond at the
same time to exclusively MP or AC, as in the first case AC and in the second case MP
holds. Note that accordingly, both, the patterns MP and MT separately should follow
from a different valuation of the binary operator.

In total, there can be 2

4 valuations for a binary operator. In order to define a unique
truth table for each pattern, we conducted a complete search of all possible valuations.
We did so by systematically assigning the value 0 or 1 as outcome to the truth table.
Depending on which of the conditions is satisfied, the algorithm assigns each truth table
to a pattern.
According to Table 2, the valuation functions for MP, MT, AC and DA, respectively,
are defined as follows:

v(p !MP q) =

8
<

:

0 if v(p) = 1 and v(q) = 0

1 if v(p) = v(q) = 1

0/1 otherwise

v(p !MT q) =

8
<

:

0 if v(p) = 1 and v(q) = 0

1 if v(p) = v(q) = 0

0/1 otherwise

v(p !AC q) =

8
<

:

0 if v(q) = 1 and v(p) = 0

1 if v(p) = v(q) = 1

0/1 otherwise

v(p !DA q) =

8
<

:

0 if v(q) = 0 and v(p) = 1

1 if v(p) = v(q) = 0

0/1 otherwise

Table 5 shows the truth tables for several inference rules, where column 3, 4, 6 and 8
correspond to the just defined functions, from which MP, MT, AC and DA follow,
respectively. The other inference rules are to be read similarly, e.g. MT+AC follows
from !MT+AC. Note that, the truth tables for !MT+AC and !MP+DA correspond to !All. As
there is no 0/1 variation in both cases, there is no possibility to define a unique truth
table from which either (exclusively) MT+AC or (exclusively) MP+DA follows. We
make the following observations:
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Lemma 1. The inference rules defined in Table 5 have the following correspondences:

1. !MT+AC holds if and only if !MP+DA holds.
2. !MT+AC implies !DA.
3. !MP+DA implies !AC.
4. !MT+AC+DA holds if and only if !MP+DA+AC holds.
5. !MP+MT+AC holds if and only if !MP+MT+DA holds.

Proof. (1- 3.) and (5.) follow immediately from the truth tables in Table 5. (4.) follows
from (1- 3.).

As already mentioned above we require that each pattern follows skeptically from a
uniquely determined truth table, i.e. the particular patterns follows from all valuations of
a given implication and it needs to be the only pattern that follows from this implication.

Accordingly, Lemma 1.(2-3.) gives us the explanation why we had to choose for
the highlighted values in the truth tables of !MP, !MT, !AC and !DA in Table 5:
Consider, for instance !AC, where the values in the first and the third row don’t matter
according to the valuation function. If instead of 0 and 1, we would have chosen 1 and
0 for the second and fourth row, respectively, the truth table would have been identical
to the truth table of !All. The chosen values in the truth tables for !MP, !MT, and !DA
can be explained analogously. Corollary 1 follows immediately from Lemma 1:

Corollary 1. Under two-valued logics, there are no unique inference rules which rep-
resent the patterns MT+AC, MP+DA, MT+AC+DA, MP+DA+AC, MP+MT+AC and
MP+MT+DA.

Hence there are six patterns out of the sixteen that cannot be represented by any possible
interpretation of the conditional in two-valued logic. Table 4, however, shows that more
than just a few participants in several experiments decided to turn cards, that cannot be
explained by guesses (or pure random behavior). Since so many studies show that such
patterns are significant, it seems that the model-based approach based on two-valued
logics is not sufficiently explaining human reasoning patterns.

Conditionals as license for inferences. Another option could be that conditionals are
“licenses for inferences” [20], i.e., a conditional needs to be understood as

p ^ ¬ab ! q

i.e., humans do understand a conditional not as p ! q but that if p and nothing ab-
normal is known then q. This is a typical interpretation used in non-monotonic ap-
proaches [20].

Searching through the space of all possible two-valued valuations and connectives
between p and ¬ab (like ^, _, and so forth) shows that this leads only to the same ten
patterns as above and not to all sixteen patterns. So an additional degree of freedom by
an “abnormality predicate” does not increase the number of possible answer patterns.
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Table 6. Additional inference rules that implement the conditional as an exclusive or

Rule Number Name Premises Conclusion Logically correct?

1’ MP’ p ! q, p q No

2’ DA’ p ! q, p q No

3’ AC’ p ! q, q p No

4’ MT’ p ! q, q p No

Additional inference rules. The psychological literature reports four inference rules:
MP, MT, DA and AC. For two variables, sixteen Boolean functions are possible. It
seems unlikely, but there could be other interpretations of the underlying operator. For
instance, the implication could be interpreted as well as an exclusive or (xor) (please
refer to Table 6). In the following we restrict ourselves to those rules that infer some-
thing about the missing fact (or its negation), e.g., for a rule like p ! q and a given p
then there can be two rules, the classical MP-rule and its negated version MP’.

This leads to sixteen combinations of 8 rules. By considering the relations MP’,
MT’, AC’ and DA’, we notice that there are no truth tables which would satisfy a pattern
which includes some prime-relations and some non-prime relations (e.g., MP, MT’, AC,
DA), because there is a clash due to mapping in the prime condition of the truth table
the case p and q to 0, as depicted in Table 7. We only get two patterns by the prime
versions, namely: All and None.

Table 7. Truth tables for several patterns, including prime and non-prime relations.

p q !MP’ !DA’ !AC’ !MT’ !MP+DA’ !MP+MT’

0 0 0/1 0 0/1 0 0 0
0 1 0/1 1 1 0/1 1 0/1
1 0 0 0/1 0/1 1 0 clash
1 1 1 0/1 0 0/1 1 1

3.2 Related Approaches

Rule-based Approach Could the missing patterns be reproduced by a pure rule-based
approach? Some researchers in Cognitive Science and Psychology like Rips [19] and
O’Brian [2] proposed that humans apply such inference rules. They argued that peo-
ple use more often the MP instead of the MT because there is a proof necessary to
show that MT holds. Such a proof makes the MT reasoning scheme more difficult than
a simple application of MP. Errors in the reasoning process can be traced back to a
misunderstanding of the conditional or the application of a wrong rule. However, even
if we assume that people might apply a rule-based approach (instead of a model-based
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approach) the Corollary 1 above already demonstrates the limitations of any such rule-
based approach and that if people apply such a rule-based approach there is no way that
they can generate one of the six missing patterns.

Probabilistic Approach Following an approach by Oaksford and Chater [16] people
might assign probabilities, i.e., instead of interpreting p ! q in the classical sense,
reasoners might understand this as the conditional probability q given p, i.e., P (q | p).

Table 8. The Independence Model proposed by [16]; a and b are parameters.

q q

p a · b a · (1� b)

p (1� a) · b (1� a) · (1� b)

We calculated the possible probabilistic results by iterating the values 0.1, 0.3, 0.5,
0.7 and 0.9 for a and b for the proposed Independence Model (in Table 8) of [16]. The
model accepts a certain conditional probability only if it is above a given threshold. We
iterate the value of the threshold from 0.1 to 0.9, and we noticed that it needs to be
around 0.1-0.2, otherwise we do not get most of the patterns. In this approach, apart
from the 6 patterns missing in binary logic, we also do not get the pattern All, a pattern
that is on rank 4 in a content-based version. Hence, this approach cannot reproduce the
patterns. Another finding is that the analysis reveals that distribution does not fit the
distribution of participant’s answers.

3.3 Three-valued logics

As none of the previous approaches can explain the missing six possible patterns in
human reasoning, we will investigate if there are ternary logics, that can generate these
patterns. To this end we assign the values 0, u, and 1 to the variables p and q, where u
means unknown. Such an extension results in 2

9 different valuations. Since the Wason
Selection Task restricts the option to turn or not turn (see Fig. 1), we map the valuations
in the three-valued case to the set {0,1} with 1 “turn” and 0 “not turn”. This extension
to three-valued logics shows that it is possible to find a uniquely determined truth table
from which the patterns MP+MT+AC and MP+MT+DA follow skeptically (cp. Table
10). The highlighted values show where we have more freedom of the interpretations
than under two valued logics: The values in light gray show that by mapping {0, u} to
1, !MP+MT+AC does not imply !DA. Similarly, the highlighted values in dark gray show
that by mapping {u, 1} to 1, !MP+MT+DA does not imply !AC.

All six missing patterns can be uniquely represented under some three-valued logic
valuations and therefore Lemma 1 can not be extended for three-valued logics. A further
analysis shows, as expected, that there are at least two possible truth tables that satisfy
each pattern in the three-value case (see Table 9 for an overview). The different answer
patterns hinge mostly on an interpretation of the u ! 1 or 0 ! u (cp. Table 10). As
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Table 9. Number of truth tables satisfying the patterns for binary and ternary logic

MP MP+MT MP+AC MP+MT+AC MP+AC+DA MP+MT+DA MT+AC+DA All

Two-valued 1 1 1 0 0 0 0 1

Three-valued 34 10 10 2 2 2 2 2

Table 10. The light gray values are the ones chosen for !MP+MT+AC and the dark gray values are
the ones chosen for !MP+MT+DA.

p q !MP !MT !MP+MT !AC !DA

0 0 0/1 1 1 0/1 1

0 1 0/1 0/1 0/1 0 0

1 0 0 0 0 0/1 0/1

1 1 1 0/1 1 1 0/1

0 u 0/1 0/1 0/ 1 0/ 1 0

u 0 0/1 0 0 0/1 0/1

u u 0/1 0/1 0/1 0/1 0/1

u 1 0/1 0/1 0/ 1 0 0/ 1

1 u 0 0/1 0 0/1 0/1

we have now several truth tables that can reproduce the human answer patterns, the
question is, how do the truth tables differ? We analyzed the intersection of the truth
tables and see again, as expected, that it depends mostly on the interpretation of the
third-value u in the conditional.

There is an ongoing discussion on possible interpretations of the implication un-
der three-valued logics (e.g. Łukasiewicz logic [14], Kripke-Kleene logic [13]). So far
there is no psychological research on how participants may in general interpret such
assertions, leaving this point open.

Here we have shown that the answer patterns humans produce can be captured by
three-valued logics. True cognitive modeling aims not only in reproducing the answer
patterns, but additionally the processes that lead to the results. The data from the lit-
erature analysis above does not, however, indicate how humans process the presented
information, i.e., if they read the cards from left to right, which card they select first,
and how fast they answer to each problem.

4 Conclusion

The Wason-Selection-Task is ‘the’ fundamental research and modeling problem in the
psychology of conditional reasoning. We have shown that: (i) instead of analyzing ag-
gregated values single response patterns provide the “real” inference process, (ii) human
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reasoners generate patterns that cannot be reproduced by classical logical approaches,
(iii) some answer patterns have implications for other answer patterns, and (iv) three-
valued logics can explain the answer results.

The different answer patterns generated by human reasoners demonstrate a great
variety in the inference process. All of the patterns can be explained by different three-
valued valuations of the implication operator. Why did so many participants falsely
chose patterns with the “3” instead of the logical correct “7”? Is it only a wrong match-
ing of the conditional, i.e., do the participants simply chose to turn the wrong card
because they misunderstood the conditional? If so our method provides possible inter-
pretations of the conditional. But our results go one step further: by using a third-value
everything seems to hinge on how humans may interpret the truth-value u in a con-
ditional. This is for some answer patterns the only way to differentiate between them
(e.g., Table 10). Future work will investigate the interpretations of human reasoners on
evaluating problems that have been assigned the truth-value unknown.

The long ongoing debate about using two-valued logics (or restrictions of it) as a
modeling framework can be rejected. From this perspective three-valued logics seem to
be a more appropriate approach modeling human reasoning.
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