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Abstract. We describe an unsupervised modeling of the structure of
task-oriented dialogs. The dialogs are related to a given domain (for
instance, train booking). This modeling is used as a basis for conceiving
a dialog system architecture. The modeling is represented by a graph.
It displays the main stages of the dialogs and the transitions between
them. Our approach consists in applying coclustering to a representative
dialog corpus. Thus we obtain main topics that appear in the corpus.
We then compute the topics transitions within each dialog. The resulting
graph describes the main topics in the corpus, and their overall sequential
organization.

Keywords: Co-clustering, Natural Language Processing, Dialog Sys-
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1 Introduction

In artificial intelligence field, dialog systems are gaining popularity with the
general public; especially as they benefit from advances in understanding of the
contents and contexts. Mobile applications such as Siri (Apple), Google Now
(Google), Cortana (Microsoft) or Alexa (Amazon) are the most popular. To
quantify this growing interest in the technology of dialog interfaces, and dialog
systems in particular, let us cite the recent study by the analyst firm Gartner
[12]. It places dialog systems among the 10 strategic technologies for 2017.

One of the current trends is to propose software devices to assist the design
of dialog systems. These devices are customizable according to the conceiver
needs, and the field of application (for example, reservation of trips, ordering of
products or services, etc.). One of the matters of these devices is that they can
hardly be set up quickly. Indeed, there is currently no generic system, and the
adaptation of a dialog system to a given application field takes time.

In this context, we present a methodology to set up a semi-automatic assis-
tance solution for the creation or adaptation of a dialog system for any applica-
tion field. We describe the details of the process that we set up, and our position
in regard to the related works.
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2 Description of the Problem and Related Works

In this article, we will denominate a dialog as an exchange of information between
two interlocutors (knowing that a dialog can involve more than two interlocu-
tors). An interlocutor can be a human or a machine (in a broad sense: an artificial
system, software or hardware). We are interested in the finalized dialogs, which
aim to achieve a goal: the interlocutors will collaborate to achieve this goal.

We call “dialog corpus” a set of n dialogs relating to a particular domain. Such
a set can be composed, for instance, of transcripts of train reservation dialogs, or
of interaction chats between a phone provider advisor and a client. Each dialog
is composed of t speech turns; a speech turn corresponds to what is said by one
of the interlocutors without any interruption (usually one or more sentences).

In a first step, we try to associate each speech turn with a given “class”
denoted Lc. A class corresponds to the intention which the interlocutor expresses
with his speech turn; let us take as an example a dialog between a customer and
the customer service of a phone provider: the speech turn where the agent asks
the customer to identify himself belongs to a specific class (named for example
AskIdent); the one where the customer identifies himself is relative to another
class (named for example AnswerIdentCustomer).

Next, the topics Tt, which group a set of classes relative to a common subject,
are determined. Let us use again our example of the customer service: the topics
can be the identification of the client (IdentCustomer, the corresponding classes
being the request by the adviser, and the response of the client), the discussion
of the problem (ExpProb, the corresponding classes being the presentation by
the customer, and the request for precision by the advisor), etc.

The association of the topics to the speech turns of the different dialogs can
be represented as in Fig. 1.

Fig. 1. Association of topics and speech turns

The speech turns are grouped in classes, classes in topics, and topics in dialog
as represented, in a simplified way, in Fig. 2.
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Fig. 2. Hierarchical structure of dialogs, from speech turns to topics

Our first goal is to automatically determine: (i) classes; (ii) topics; (iii) the
transitions between topics within each dialog. Thus we could obtain a repre-
sentation of the typical patterns of the dialogs from the corpus. The desired
representation is a directed graph showing the main transitions between topics
among all dialogs. Such a (simplified) representation is illustrated in Fig. 3.

Fig. 3. Prototypical dialog architecture as a graph

This representation presents multiple interests. The main one is the initial-
ization of the design of the dialog system. It can be used as a basis for modeling
the architecture of a specialized dialog agent on the target domain. Its execution
is thus facilitated and accelerated. Usually, this task is mostly done manually.
Either from an a priori representation of the designer of the possible dialogs
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related to a task and a given domain. Or a posteriori, from the consultation of
existing corpus; in both cases, the process is costly in time.

Moreover, the graph, as well as the steps taken to obtain it, corresponds to
the most relevant information about the dialogs. They will enable the designer,
without prior knowledge of the field of application, to have a first understanding
of the thematic content of the dialogs, their structuring, for the realization of
the dialog system.

Related Works It is possible to group in three categories the different approaches
used in the literature to tackle this problem. The grouping of the works is based
on whether they identify the topics and their sequentiality, or they use Deep
Learning, or they adopt an ad hoc approach.

– Identification of the topics and sequences of topics: the works belonging to
this category differ mainly according to the method used to identify the
topics of the dialogs. For example, [3] and [9] use clusters for this purpose,
whereas [21] and [26] use the Latent Dirichlet Allocation (LDA) to identify
the topics in a document or set of textual documents. In all these studies,
the authors use the Hidden Markov Models (HMM) to model the transitions
between topics;

– Deep Learning: to our knowledge, the first article that proposed the use of
techniques belonging to Deep Learning for modeling dialog systems is [25].
The authors use the seq2seq model to model in a recurrent neural network
the sequence of speech turns between interlocutors. Two fields of applica-
tion are described, one of which pertaining to finalized dialogs (computer
troubleshooting);

– Other approaches: we group in this category the works that use ad hoc meth-
ods instead of, or in addition to, data modeling. Thus, [17] apply software
heuristics to constitute a model of dialogs from an application database.
Heuristics are also used in [8] and [20] to move from a cluster representation
to a dialog model. We also cite [19] which integrates Information Retrieval
techniques into the architecture of a dialog system.

3 The Methodology Employed

To summarize, our methodology consists, firstly to identify the main topics that
appear in the set of dialogs. In a second time we model the relations between
these topics among the different dialogs. Thus, we obtain a graph which represent
the prototypical dialog continuity in the application field to which the dialog
corpus belongs. This section describes the details of this methodology. But first,
we address the matter of the relevance of modeling a dialog as a graph.

3.1 Preamble: Hypothesis of a Correspondence between Dialog and
Graph

Our approach relates to the first category of the state of the art mentioned above:
the identification of the topics and sequences of topics. In our perspective, each
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speech turn from the dialogs corresponds to a text document, being composed
of words. They can be represented by a bipartite graph; in this type of graphs,
one set of nodes corresponds to the source of the edges, and the other set to
the target of the edges ([16], p. 37-41). In the context of dialog, one set of the
bipartite graph would correspond to the set of speech turns, and the other to the
words set. This bipartite graph can reciprocally be represented as a texts/words
adjacency matrix, where the lines correspond to the speech turn set from the
dialog corpus, and the columns to the word set from the same corpus. Figure 4
illustrates this twofold perspective.

Fig. 4. Dialog as a bipartite graph and an adjacency matrix

It is also well-known that the co-clustering performs well on bipartite graph
problems. It has for instance been demonstrated on the Nova, Gina and Hiva
datasets ([5], p. 31-32).

Consequently, our assumption is that a co-clustering method would be inter-
esting to tackle the problem described above. We expect the turn of speech to
be distributed in different classes which differ in the vocabulary they use. We
also postulate that a classic clustering approach would only work to a single
dimension of the graph (either the axis of the words or of the speech turns),
and consequently, it does not take into account the underlying structure of the
texts/words graph. This hypothesis is supported by the superior predictive per-
formance of a co-clustering approach on the Nova text datasets ([5]). The works
of [23] and [11] also confirm the interest of applying co-clustering to Natural
Language Processing tasks. Besides, the uses of co-clustering as an unsupervised
classifier, or for data interpretation in bio-informatics, have also been validated
(respectively [1] and [18]).

3.2 Determining Classes and Topics

We use here a technique of coclustering to obtain a “copartition” of the matrix
words x speech turns. The aim of co-clustering is to discover the “best reorder-
ing and grouping” of lines and columns: grouping turns of speech and words in
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clusters. The notion of “best reordering and grouping” is a notion of “contrast”:
(i) the “best reordering and grouping” has a maximum contrast with respect to
what would occur if counts were distributed at random keeping the marginals
of each cluster fixed; (ii) “best reordering and grouping” maximizes the mutual
information between the two clusterings. In the dialog context, one of the par-
titions correspond to the group of speech turns, and the other to the group of
words.

Given these two categorical variables, their simultaneous partitioning is a-
chieved: the values of categorical variables are grouped into clusters - which
amounts to a coclustering problem. The product of partitions forms a multi-
variate partition of the representation space, i.e., a grid or a matrix of cells, as
represented in Fig.4. It also represents a joint density estimator of the variables.
In order to choose the “best” grid (knowing the data) of the model space, a
Bayesian approach called Maximum A Posteriori (MAP) is used. The method
used is based on the MODL approach described in [4] and in [5]. The analysis
of the observations linking both entities brings naturally mutually consistent
similarity notions on both entities.

The MODL approach allows to obtain the best quality co-partition of the
speech turns/words matrix. The method finds by itself the right number (K⇤)
of clusters: the number of coclusters is therefore an output; the method does
not require any parameter, which is useful for non-expert people. We discuss
in section 4.1 the notion of the quality of a co-cluster. As with any automatic
learning method, this approach requires a quantity of data: a minimum volume
is required for clustering to be relevant. We observed some relevant results on a
relatively small corpus of 73 dialogs (5.010 speech turns)1.

A tool for the visualization of the generated coclusters is then used [14]. It
allows a fine analysis and a “profiling” of the clusters obtained. We do not describe
here all the details, but the user may navigate using a hierarchical ascending
clustering from the best fine grid (using K⇤ clusters) to a granularity of the grid
needed for his analysis (using K

0
coclusters, K

0
< K⇤) while controlling either

the number of parts or the rate of information. The tool also allows to tag the
obtained clusters (for example using keywords instead of numerical IDs).

3.3 Determining Transitions between Topics

In our approach of the problem, a topic corresponds to a cluster of “classes”,
itself constituted of speech turns (cf. section 2). A topic defined in this way can
be linked to one or more other topics, depending on the observed frequency of
their successions in the dialogs of the corpus.

From there, each dialog can be browsed as a sequence of clusters/topics.
Therefore, it is possible to calculate, on the whole set of dialogs, the frequencies
of transition between each cluster. The beginning and the end of each dialog are
taken into account so as to avoid erroneous transitions.
1 The “Air France corpus”, available at the url: http://www.loria.fr/projets/

asila/corpus_en_ligne.html
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We assume that, depending on its position (its moment of occurrence) in the
dialog, a given turn of speech is more likely to belong to a given topic (i.e. a
cluster) than another; the position information is therefore taken into account
during the process. One of the objectives of our work is to verify the validity of
this assumption.

The representation obtained is a directed graph, whose nodes are the clusters,
and the arcs are the successions between clusters. The co-clustering, applied to
the dialog corpus, removes any information about the sequential order of topics.
Therefore, the generation of the graph from the clusters requires several stages
to retrieve these information. They are described below:

1. The first phase consists in obtaining a standardized corpus. This is done
using a pre-processing tool, internal to Orange Labs and not described here.
This tool is parameterized with the list of stopwords used for the French
stemming by the NLTK library 2. This list of stopwords makes it possible to
delete words a priori useless for learning (e.g. articles, prepositions, etc.);

2. The representation obtained is then used as an input for the aforementioned
coclustering approach. It generates the clusters to which each speech turn of
the corpus belongs.
Depending on the maximization of the contrast between the distribution of
the co-parts (here: the word coclusters), the utterances are associated to
the classes (here: clusters of speech turns) and the distribution expected
under the independence hypothesis (knowing the marginals). The partitions
induced by a coclustering on the two entities are clusterings. The notion of
associated similarity is related to how individuals in a cluster of one entity
distribute themselves on clusters of the other entity.
Thus, a set of clusters of speech turns is obtained. Each one corresponds to a
given topic, and is labeled by a unique identifier (ID). The ID is automatically
attributed during the coclustering;

3. The cluster IDs are then projected onto the initial corpus, in order to retrieve
the sequentiality of the clusters. In other words, every speech turn in the
initial corpus is thus associated with the identifier of the cluster to which
the turn belongs.

The transition frequencies between clusters are stored in a matrix. It is used
to generate the corresponding graph. It is possible to choose a minimum thresh-
old of transition frequencies, from which the transitions are displayed. This makes
it possible to generate graphs more or less complex to read: only the clusters
linked to others with a transition frequency equal to or above the threshold
are displayed. On the other hand, the possibility of displaying only transitions
greater than a threshold makes it possible to limit the possibility to take into
account some irrelevant transitions. Figure 5 displays the whole process chain of
our system.

2
http://www.nltk.org/nltk_data
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4 Experimental Results

4.1 Overview of Existing Evaluation Protocols

Our approach, described above, relies heavily on the quality of the co-clusters
obtained. It is consequently mandatory to evaluate the quality of the clusters
to assess the quality of the whole generated dialog graph. There is hardly some
precise method to directly evaluate the quality of a text clustering, contrary
to supervised methods. Indeed, supervised methods rely on labeled data and
the corresponding set of labels. By definition, it is not the case of unsupervised
approaches such as co-clustering (cf. notably [7], p. 574, section 1 and [13], p.
244, section 6.3).

The simplest method would be to use an already annotated corpus as a
baseline (such as the Dialog State Tracking Challenge (DSTC) corpus3). We
would perform a co-clustering on this corpus. Then, we would use the Adjusted
Rand Index (ARI) to assess the validity of the clusters thus obtained with regard
to the handcrafted annotations.

Another possible but indirect way would be to carry out a clustering of the
same data by the k-means method. In that case, the Davies-Bouldin Index ([10])
would be used to select the number of clusters. The result would then be used
as a baseline: a domain expert would then determine if the baseline clusters
obtained by k-means are more or less interpretable than the co-clusters obtained
with the MODL approach.

Another way to assess the quality of the coclusters is defined with respect
to the partition of the clusters, in regards to the independence hypothesis. The
most useful indicator in this context is the Mutual Information ([15] and [5]). If
the documents (here, the dialogs) and the words were distributed randomly, the
mutual information would be equal to 0% (independence between all the words).
On the contrary, the Mutual Information would be equal to 100% if the clustering
would result in one cluster for each word. But then the results would not allow
any interpretation. The MODL approach remedies to this issue by the regulation
of the Mutual Information. It consists in partitioning the clusters in such a way
that the Mutual Information is maximized, whatever the number of clusters is.
This allows to select the best trade-off between the value of Mutual Information
and a human interpretable number of clusters. This number is “regularized” since
it is controlled (for more details, see [15]).

This matter also relates to the issue of the error analysis of the model. There
can be some errors of construction of the cluster (average distance in regard to
a k-means). For the clustering by k-means of data such as text, the approach
Silhouette ([22]) is often used. It consists in determining if a value in a given
cluster is adapted to this cluster, by swapping this value among all others clus-
ters. For co-clustering, this corresponds to the typicity of a value; more precisely,
there is one typicity for each variable of the co-clustering (for instance, one for

3
https://www.microsoft.com/en-us/research/event/

dialog-state-tracking-challenge
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the speech turns and one for the words); usually only one of these typicity is
used (in our example, the typicity of the speech turns).

4.2 Use Case

The data are a corpus of chat dialogs of online assistance (phone company cus-
tomers speaking with human advisors). This corpus contains 3.012 dialogs. The
average length of the dialogs is about 15 speech turns, for a total of 49.004
different speech turns and 21.700 different words. We applied to this corpus
the pre-processing and the coclustering mentioned in the previous section. We
obtained 24 different clusters regrouping the speech turns of the corpus.

After the co-clustering phase evaluated in section 3.2, we carried out the
generation of the graphs (phase 3 described in section 3.3).

By applying different transitions threshold values to generate the graphs,
we obtained globally relevant graphical visualizations. We analyzed the contents
of the clusters obtained with a high threshold. We observed that most of the
selected clusters correspond to very specific phases of this category of dialogs:
phases of greetings, identification of the client, description of the problem en-
countered, elaboration of a solution by the agent, thanks and end of the dialog.

The scheduling of these clusters/topics in terms of dialog architecture also
displays a typical sequential continuity of these phases, notwithstanding some
clustering errors. These errors belongs to two main categories: cluster heterogene-
ity (one cluster mixes several topics instead of a single one) or cluster redundancy
(several clusters correspond to the same topic).

As an illustration, Fig.6 presents one of the graphs obtained. For the pur-
poses of readability, this simplified graph displays only 17 clusters: those which
are connected with more than 10% of the total number of observed transitions
between clusters in the initial graph. The numbers appearing next to each arc
correspond to the transition percentage. Each cluster is labeled by a set of 5 of
the words which participate the most to the cluster (in terms of Mutual Infor-
mation).

We used a specific tool (internal to Orange Labs) for a better handling of these
graphs. This tool allowed us to rename the clusters, to merge some of them, and
to make the presentation even more readable. More generally, this tool allowed
us to carry out a fine-grained analysis of the contents of the clusters. An instance
of the most user-friendly visualization is displayed in Fig. 7; it is generated from
the same clusters and data described above.

From a qualitative perspective, we evaluate the results obtained according to
two criteria. The first is the homogeneity of the clusters obtained. The second is
the quality and regularity of transitions between clusters; this second criterion
strongly depends on the first. Evaluation is underway by the authors.

The results thus obtained were used by an ergonomist to bootstrap a first
architecture of a dialog system corresponding to this application field, without
any prior knowledge of the domain.

Some of the clusters were also used to represent the intents of the users. In
dialog analysis, an intent corresponds to one of the tasks that the user wants to
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BEGIN

service__welcome__call__commercial__chat

 57.18%

END
total: 40.21

 23.39%

like__call__usa__zone__sms__eur

 17.42%

bye__thanks__perfect__absolutely__ok

 23.18%

 17.03%

 37.0%

trust__pleasure__glad__amability__welcome

 36.01%

patience__time__allow__verify__please

 10.59%

thanks__waiting__line__having__glad

 12.85%

 11.17%

please__postal__number__check__communicate

 24.8%

street__road__small__understand__want

 17.03%

let__see__check__together__this

 17.28%

excellent__wish__good__afternoon__day__thanks

wifi__application__http__data__want  14.25%

 13.92%

 10.78%

form__retrieve__sim__number__communicate  13.45%

query__update__mail__file__mobile

yes__number__exactly__verify__excuse

 11.02%

good__day__many__thanks__perfect

 10.67%

plan__mobile__new__orange__change  10.55%

questions__other__need__informations__concerning

 10.3%

Fig. 6. Instance of an initial graph
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Fig. 7. Graph used for direct dialog system architecture conception
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perform (for instance, knowing the price of a phone call)4. Here, the correspon-
dence between an intent and a given cluster allows to consider the speech turns
of this cluster as some different formulations of the intent. From this point of
view also, our approach allows a fast bootstrap of the dialog system.

As a side note, we can also mention the use of our approach for another
application field. This field is related to a personal home assistant conceived in
Orange. A first prototype has been used by several families. The collected data
notably include the vocal interactions between the human users and the assistant.
These interactions aim to perform tasks such as setting up alarms, giving the
weather, etc. We applied our approach on the interactions (3.322 speech turns).
We showed that most of the speech turns clusters are specific to the different
possible commands, and to the vocabulary associated. Further investigations are
still in progress.

Note on the results reproducibility: the actual implementation of the
MODL approach is the Khiops suite. It is accessible through Internet (5). Thus,
any researcher who would want to reproduce our results could access to the same
implementation that we used.

4.3 Note on Clustering

We do not have enough room to detail the results but we also tried to use
a k-means as a baseline to benchmark the quality of the co-clusters obtained
with MODL. We used an usual k-means clustering approach on the same data;
center-reduction of features, Kmeans++ for initialization and 20 replicates. We
analyzed the results in regards to the Davies-Bouldin Index; the value of this
Index has to be the lowest possible to be optimal (cf. Fig. 8).

Fig. 8. Davies-Bouldin Index evolution in regard to the number of clusters (k-means)

4 For more details on this topic, cf. [24], chap. 4.
5
https://khiops.predicsis.com
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The k-means does not clearly indicates a clear number of clusters since many
values of k, for k 2 {3, 60} produce a close value for this index. Besides, the k-
means seems to indicate that this corpus is only constituted of 2 “classes”6. That
is clearly not true for our dialog corpus: our analysis shows that it correspond to
a larger number of topics. Consequently, the k-means seems not be be the right
algorithm for this kind of purpose.

The complexity of the algorithm must also be taken into account, notably
in terms of memory and time complexities. [6] demonstrated that the MODL
co-clustering algorithm displays high performances in regard to the main other
discretization methods.

Besides, k-means clustering needs, as an input parameter, the a priori desired
number of clusters. The user has to determine empirically this number; this
induces the necessity to possibly carry out several times the clustering, until
observation of relevant results. On the contrary, the MODL approach computes
itself the optimal number of cluster, and produces it as an output.

5 Conclusion

We presented an unsupervised method to obtain a first version of an architecture
of a dialog system, irrespective of its application field. The goal is to avoid a “cold
start” conception of the system. The method consists of two main steps: firstly,
the application of a coclustering algorithm on a corpus of dialogs belonging
to the concerned application field; on the other hand, taking into account the
sequentiality of the clusters obtained to represent the prototypical process of
a dialog as a graphical representation; finally, many graphs with more or less
fine grained level can be generated and used directly for the conception of the
system.

We showed that our co-clustering approach of the issue shows better results
than a classical clustering method. We also observed that the sequential property
of the dialogue architecture is well captured by our approach.

There are still many scientific problems to tackle. Several are related to the
clustering. We refer notably to the problematic of cluster homogeneity: how to
determine the most representative words or rounds of words of the cluster? The
matter of the selection of the most relevant clusters, (the most homogeneous
ones with regard to a given topic), also arises. It is correlated with the optimal
granularity/size of the clusters. It would also be interesting to study the efficiency
of linguistic optimizations of the corpus: for example, the lemmatization of words
or the neutralization of Named Entities. We have not used them in our work, but
they could be of interest to reduce the number of parameters used for clustering.
In a next version, we would also like to evaluate more thoroughly the quality
of the clusters, notably with the use of the DSTC corpus as a baseline, such as
mentioned in section 4.1.
6 Since it is with this number of classes that the Davies-Bouldin Index has its lowest

value (1).
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Concerning the modeling of the succession of clusters, many problems also
arise. As seen in the literature, it is often an HMM that is used for this purpose.

As seen in section 4.2, the graphs obtained are always very complex initially.
To overcome this difficulty, we set up some transitions threshold to limit the
complexity of the displayed graphs. But there are more systematic and robust
techniques to reduce the initial complexity of the graphs. For instance, we con-
sider using the spectral clustering technique.

Finally, the question arises of the reusability of the information obtained (in
particular the classes and topics) from one domain to another. A deployment of
this information to domains close to the initial domain is feasible and provided
by the Khiops suite. For more remote domains, we envision a transfer learning
approach.
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