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ABSTRACT
This paper presents the results achieved during our participation
at the MediaEval 2017 Retrieving Diverse Social Images Task. The
proposed unsupervised multimodal approach exploits visual and
textual information in a fashion that prioritizes both relevance
and diversification. As features, we used a modified version of the
RMAC (Regional Maximum Activation of Convolutions) descriptor
for visual information and word2vec-based weighted averaging for
textual information. In order to provide an adaptive unsupervised
solution, we combine these features with the DBSCAN (density-
based spatial clustering of applications with noise) clustering al-
gorithm. Our system achieved promising results and reached an
F1@20 of 0.6554.

1 INTRODUCTION
Over the past decades, available image collections have seen con-
sistent growth thanks to the easily accessible devices that we now
use on a daily basis. These huge multimedia collections motivated
researchers to look for efficient approaches for image retrieval.
However, most of the approaches in this field primarily aim at the
improvement of the relevance of the results, commonly neglect-
ing the diversity aspect. The goal of the Retrieving Diverse Social
Images Task [14] is to encourage researchers to propose new so-
lutions that offer a good relevance-diversity balance. Participants
are provided with several queries and up to 300 results correspond-
ing to each query retrieved using the Flicker search engine. Each
participating system is expected to provide a list with up to 50
ranked images per query that are both relevant and diversified. In
addition to the images and the Flicker ranking, several metadata
are provided such as username, credibility, etc. Both, visual infor-
mation and metadata have been exploited in several ways by the
participants of previous editions of the task [2, 11, 13]. The most
used text-based features are Term Frequency-Inverse Document
Frequency (TF-IDF)[9], Latent Dirichlet Allocation (LDA)[1], and
word embeddings like word2vec [12]. For visual information, the
most used features are Convolutional Neural Networks (CNN) based
features. Several clustering algorithms have been explored such as
k-means [13], X-means [13], agglomerative hierarchical clustering
(AHC) [11], etc. In our work, we use word2vec-based weighted
average as text-based features, an improvement of the RMAC de-
scriptor [10] based on CNN features for visual information, and
DBSCAN [4] as clustering algorithm.
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2 APPROACH
In this work, we combine visual and/or textual descriptors with the
DBSCAN algorithm at two different stages. In the first stage, we re-
rank the provided list of results in order to remove some irrelevant
images, while during the second stage, we aim to improve diversity.
In our approach, the visual features based on the work of Tolias et
al. [10]. Tolias et al. discarded the fully connected layers of a pre-
trained CNN (VGG16) and used the resulting fully convolutional
CNN for feature extraction. Let assume we have an input image I of
size (WI ×HI ), the output feature maps (FMs) will form a 3D tensor
in the formC ×W ×H (whereC is the number of channels, (W ,H )
the width and height of FMs). If we represent this 3D tensor as a
set of 2D feature maps X = {Xc }, c = 1...C , we can compute the
MAC (Maximum Activations of Convolutions) using the following
equation:

f = [f1... fc ... fC ], with fc = max
x ∈Xc

x (1)

In order to compute the RMAC descriptor, Tolias et al. proposed
a simple approach to sample R = {Ri }, a set of square regions
within X, and compute the MAC for each region The sum aggre-
gation of the resulting vectors after an l2-normalization provides
the RMAC descriptor (for more details please refer to the original
paper [10]). In [5], Gordo et al. proposed two simple modifications
to bring significant improvements to the RMAC representation: 1)
using ResNet101 instead of VGG16; 2) three resolutions of the input
image are feeded to the network. The RMAC descriptors are com-
puted separately and l2−normalized. Then, the three vectors are
summed and l2−normalized. In this work, we use the ResNet50 [6]
and the publicly available Torch toolbox [3] to extract the RMAC
descriptor with multi-resolution. However, instead of computing
the RMAC descriptor separately for each resolution, we rescale the
output feature maps of the three resolutions to the same resolu-
tion (the highest resolution) and sum them. Following, we compute
the RMAC descriptor and do the sum-aggregation followed by an
l2-normalization (more information on the approach can be found
in [7]). The RMAC descriptor has the advantages of keeping the
aspect ratio of the inputs and encoding efficiently spatial informa-
tion while keeping the size of the descriptor independent of the
resolution of the input (but rather on the number of channels of
the selected layer for feature extraction, which can be used as a
parameter of the method).

3 EXPERIMENTAL RESULTS
In this section, we detail the five runs submitted by our team. Then,
we briefly present the results obtained with the proposed approach
on the development and test set.

Run 1: In the first run, only visual features are allowed to be
used. Since the query is a textual query, we used the Flicker initial
ranking and we made the assumption that the first three results (top
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3) are relevant and can be used to generate a visual representation
of the query. In order to re-rank the initial list, we extract the RMAC
features from each image using three different input scales (where
S is the largest side of the input and S ∈ [550, 800, 1050]). Then, we
do a first clustering using the DBSCAN algorithm and we follow the
following steps: 1. For each cluster, we find the closest feature vector
to the cluster’s center (Vcl ); 2. We select the n clusters that contain
the top 3 images (n ≤ 3); 3. We compute the distance between each
of the n clusters (centers) and the remaining r clusters, for each
of these r clusters we keep as representative distance the minimal
distance to one of the n clusters and we use it to re-rank the list
of results; 4. We remove clusters that are at the bottom of the list,
but we make sure that we keep enough clusters to have at least
150 images. This first stage enables us to remove some irrelevant
images. In the second stage, we do another clustering (DBSCAN)
and we sort the different clusters using the initial Flicker rank of
the centroid. Then, we select one image per cluster until we obtain
the required number of result images, if the last cluster is reached,
we start again from beginning. Finally, we group the images that
belong to the same cluster and present the results in the clusters
order (based on the rank of centroids).

Note: In order to correctly use the DBSCAN algorithm, we should
carefully define the maximum radius ϵ . In our case, for each query,
we compute a vector with n elements, where n is the number of avail-
able results and each element ei , i ∈ 1, ...,n is the minimal distance
between image i and any other image. Finally, we use the median
of this vector as ϵ , one as the number of minimum points, and the
Manhattan distance as metric.

Run 2: The second run uses the provided word2vec (dimen-
sionality = 300) semantic vectors for English terms (trained over
Wikipedia). Unlike TF-IDF or LDA, word2vec vectors do not look
at word co-occurrence patterns but they have the advantage of
addressing various sorts of similarities between words (syntactic
and semantic). In order to select the textual information to use, we
examined the devset queries and noticed that tags are more signif-
icant syntactically and semantically than other textual fields (e.g.
title and descriptions). For each image, we compute the weighted
average vector representation (as described in [8]) based on its tags
. Then, we do clustering using The DBSCAN algorithm and sort
the clusters using the distance between the query representation
and the representation of the centroid of a given cluster. Finally, we
re-rank the images following the same approach as the last step of
run 1.

Run 3 & 4: In the third run, we concatenate the RMAC feature
vector of Run 1 with the textual feature vector of Run 2 and followed
the different steps of Run 1. In addition to that, just after the second
clustering, we group the images uploaded by the same user and
make sure that when picking images for the final ranking, we
choose images from the different user groups of a given cluster. In
Run 4, we followed the same steps as in Run 3, but we used only
the RMAC descriptor as feature vector and the username grouping
technique.

Run 5: In the fifth run, we first remove stop words from the
queries. Then, we use each query to retrieve 10 images using Google
image engine. We extract the RMAC features from these images
and use them as a visual representation of the query as in Run 1.

Table 1: Results on the development and test set.

Devset Testset
Run P@20 CR@20 F1@20 P@20 CR@20 F1@20

Run1 0.6327 0.409 0.4722 0,6780 0,5599 0,5789
Run2 0,5595 0,4148 0,4581 0,5702 0,5834 0.5521
Run3 0.6359 0.4222 0.4827 0,6643 0,5780 0,5886
Run4 0.6373 0.4196 0.4825 0,6690 0,5649 0,5809
Run5 0.7386 0.4467 0.5253 0,8071 0,5856 0,6554

Next, we follow the same steps to re-rank the Flicker list. Since
Google image results match better the queries, we can expect better
visual representations, which allows us to use more efficiently the
RMAC descriptor. In addition to that, as in Run 3 & 4, we use the
grouping by username approach to further improve diversity.

Note: in order to retrieve enough results from Google image and
enhance diversity, we used the query in the following way: let’s assume
that we have a query with five wordsw1,w2,w3,w4,w5, we use the
following for image crawling:
w1 +w2 +w3 +w4 +w5 +w1_w2_w3_w4_w5
For example if the query is animalatzoo, the query used for Google
image is animal + zoo + animal_zoo.
All results are reported in Table 1. As we can see, the approach
based on visual features (Run 1) gives better results than those
obtained when textual features are used (Run 2). This confirms that
the assumption made about the visual representation of the query
(using the RMAC descriptors of the top 3 images) is admissible.
The comparison of the results of Run 3 and 4 shows that using the
tags (with the proposed approach) was not able to bring significant
improvements in comparison to the simple combination of visual
features with username grouping. Finally, using images retrieved
by Google engine (Run 5) outperforms significantly the results of
Run 3 (visual + textual). This achievement leads us to reflect on the
effectiveness of the proposed approach based on textual features.
In order to achieve results close to those of Run 5, we should find
a better solution for text analysis since there is no image query.
Our future developments will mainly focus on exploiting different
approaches to improve image retrieval based on metadata.

4 CONCLUSION
In this paper we presented a detailed description of the approach
proposed to address the task of retrieving diverse social images.
The proposed approach achieves promising results and shows the
potential of automatic techniques in improving both precision and
diversity. The comparison of the different runs shows that contrary
to what we expected, textual information is outperformed by visual
information. This observation raises some questions regarding the
proposed approach and the quality of the provided metadata. We
plan to investigate these questions in more detail and bring new
solutions in our future work.
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