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Abstract 

Semantic parsing is more popular than ever. One reason is that we have a rising number of se-
mantically annotated corpora. Another reason is that there is new AI technology to be ex-
plored. In this talk I will present a new corpus of open-domain texts annotated with formal 
meaning representations. Using a parallel corpus, the resource is developed not only for Eng-
lish, but also for Dutch, German and Italian. The meaning representations comprise logical op-
erators to assign scope, comparison operators, and non-logical symbols. The non-logical sym-
bols are completely grounded in WordNet concepts and VerbNet-style roles. I will contrast 
two methods for semantic parsing on this corpus: a traditional technique using a categorial 
grammar and lambda-calculus, and an ultra-modern way using a (surprise, surprise) neural 
network. Guess which one performs better! 
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