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Abstract. The paper considers the task of the morphemic analysis of Russian 
words and compares the efficiency of several proposed models. These models 
can be divided into three groups: derivational and inflectional rule-based, proba- 
bilistic, and hybrid models. The latter achieved state-of-the-art results of 0.848 
F-score on a test set of 500 Russian words. The models use dictionaries of morphs 
and words and information about the part of speech and other morphological fea- 
tures of the word. Importantly, our solution takes into account synchronic word- 
formative relations between words. This allows for analyzing words in any gram- 
matical form, as well as previously unseen words. Our system, which we make 
freely available to the community, also features morphemic annotation of entire 
texts and search for specified morphs. 
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1 Introduction 
 

Systems that perform automatic morphemic analysis have a wide scope of application. 
They can be used in machine translation to reduce the volume of dictionaries and to 
recognize multi-morpheme out-of-vocabulary words [1-3]. Automatic morphemic 
analysis can be applied in morpheme notation [4] and speech recognition [5-7]. Also, 
it can be used for morphemic and derivational annotation of corpora, which allows one 
to study the functioning of the word-formation system, including the emergence of ne- 
ologisms and occasionalisms. This idea was put to use in the annotation of the Russian 
National Corpus [8], but a morphemic annotation / search tool can be useful for ana- 
lyzing any other corpus in Russian. Other areas of application include search engines 
in which query expansion can be performed by finding words with the same root as the 
query terms [9], as well as checking and self-checking morphemic analysis performed 
by students [10-12]. 

In our study, we considered the existing approaches to automatic morphemic anal- 
ysis and developed our own models based on a set of rules and on a probabilistic model. 
Our morphemic analysis tool [23], implemented in Python 3, also features functions for 



 

 

text annotation and morph search. Our system uses a morph database derived from the 
morpheme and spelling dictionary by A.N. Tikhonov [13] and the 1980 Russian gram- 
mar [14], as well as morph frequency and position data necessary for creating a proba- 
bilistic model. This data, as well as gold standard word analyses used for testing, was 
extracted from the same sources. We compared the performance of our system with one 
of the very few available tools [15]. This choice was made because this system, unlike 
[10-12], is able to analyze previously unseen words and words that are in non-initial 
forms. Unfortunately, it is quite difficult to find a system for the morphemic analysis 
of Russian words in the public domain. 

 

2 Literature Review 
 

Approaches to automatic morpheme analysis differ depending on the application and 
the databases used. The latter can be morph-only databases, or they can be supple- 
mented by databases of words or stems. Moreover, it is possible to automatically obtain 
a morph list from a corpus or a word list. 

A.A. Karpov [6, 16] uses morphemic analysis for speech recognition, relying on 
both morphological and morphemic dictionaries. If the word is not found in the mor- 
phological dictionary, then it is assumed that all of it is the root. If the word has been 
found, the ‘ending’ of the word is marked (the part consisting of suffixes, inflections 
and postfixes), and then the prefix is cut off. 

P.V. Dikiy and M.V. Edush [17] do not use large word or stem databases to increase 
the processing speed of their solution; they rely on morpheme dictionaries only. Their 
system searches for prefixes and inflections, and then roots and suffixes by iterating 
over the characters of the word. With a complete match, the morph is marked in the 
word, while with a partial match, the search for morphs of this type continues, and if 
there are no matches, the search for morphs of the next type is carried out. 

S.G. Fadeev and P.V. Zheltov [18] use only morph dictionaries for morphemic seg- 
mentation of words. To optimize the work of the program, morph arrays are created; 
these are sorted according to morph frequency and the position of the morph in the 
group of morphs of this type. Because of ambiguity, it is necessary to continue matching 
morphs even after finding the first match, but here, too, the number of checks can be 
reduced. If the morphological features of the language prevent the appearance of a 
given morph in some position (for example, one word cannot have two verbal endings), 
it is necessary to start looking for morphs of the next type. If some morph in some 
position does not occur in the database, but it is unknown whether in principle it can 
appear in this position, before proceeding to the search for morphs of the next type, D 
elements must be checked. The adjustable parameter D was called by the authors the 
depth of morphemic analysis. 

M.G. Tagabileva and Yu.N. Berezutskaya [8, 19] used both affix and word data- 
bases. The researchers applied morphemic analysis for the annotation of the Russian 



 

 

National Corpus and implementing morpheme search functionality. Search in the main 
subcorpus features the "derivation" option, which allows to take into account alterna- 
tions within the same morpheme. When searching for a morpheme, the user can specify 
its position and type (prefix, root, suffix or inflection) [19]. As far as the morphemic 
analysis model is concerned, first prefixes and suffixes are marked, then roots are cut 
off. To mark prefixes, the authors take advantage of the fact that most words with pre- 
fixes have unprefixed pairs. An algorithm for extracting prefixes in words with related 
roots was developed. It is possible to obtain several morphemic analyses of the word, 
of which the correct variants is selected manually [8]. 

O.V. Kukushkina [9] tackles the task of finding related words and uses both affix 
and stem dictionaries to disambiguate word roots. The author’s system is based on the 
principle that prefixes and roots are marked in a strictly morphemic fashion, while af- 
fixes are cut off formally, with no regard of their true morphemic boundaries. This is 
due to the fact that the boundary between the prefix and the root is important for finding 
the correct root, while finding boundaries within a suffix group does not affect root 
boundaries. 

D. Bernhard [20] also solves the problem of finding related words. The author uses 
unsupervised learning, that is, unannotated data is entered as input: a list of words with- 
out morphemic boundaries or morph types indicated. This work is based on a combi- 
nation of three methods: considering the predictability of a word part, word comparison 
and optimization. When detecting the most predictable word parts, transition probabil- 
ities are applied. Word comparison is used to find sub-strings discriminating words. 
Optimization consists in the use of the length and frequency of the morph to select the 
right morphemic analysis. 

A.S. Sapin and E.I. Bolshakova [21] developed the morphological analyzer Cross- 
Morphy, one of the functions of which is automatic morphemic decomposition. Con- 
sidering this problem as a classification problem within the framework of machine 
learning, the authors apply Conditional Random Fields. As the training set, ready-made 
morphemic analyses were taken from the dictionaries of the CrossLexis system (23,400 
words) and the Wiktionary (94,400 words). The accuracy for these resources was 0.79 
and 0.69, respectively. 

As can be seen, the existing systems for morphemic analysis of Russian words use 
a variety of methods and approaches. In many cases, unfortunately, accuracy is not 
reported. We decided to develop our own system, with a few distinctive features in 
mind. In particular, our system takes into account the derivational connections between 
words, the part of the speech of the analyzed word and its morphological features. Ad- 
ditionally, the system is able to process word forms that are different from the lemma. 
The program also allows for accurately analyzing out-of-vocabulary and complex 
words, as well as perform morphemic annotation of arbitrary texts. 



 

 

3 Developing a System for Morphemic Analysis 
 

3.1 Basic Rule-Based Model (rules) 

Lists of prefixes, suffixes, postfixes and repeated elements of complex word formation 
patterns were derived from the Russian grammar [14]. The morphs of the latter group 
were designated as "recurring elements". The suffix and postfix lists were distributed 
in accordance with the parts of speech they are characteristic of. 

First, postfixes, inflections and form-building suffixes are found, then prefixes and 
suffixes are marked in words formed by the prefixed-suffix method. If prefixes have 
not been marked by this stage, then prefixes and "recurring elements" are selected. 
Then, depending on the part of speech of the analyzed word, other suffixes are found. 

Postfixes, inflections and form-building suffixes are successively cut off from the 
word end. If the end parts of several morphs coincide, then the longest morph from this 
group is chosen. First, the part of the speech of the word is determined. Postfixes and 
form-building suffixes are marked for static parts of speech: the infinitive (INFN), ver- 
bal participles (GRND), the comparative (COMP), adverbs (ADVB) and stative words 
(PRED). Next, the inflections and form-building suffixes of the morphologically-rich 
parts of speech are cut off. In the declinable parts of speech: noun-like pronouns 
(NPROs), full adjectives (ADJF), numerals (NUMR), full participles (PRTF), nouns 
(NOUN) - the marking of the inflection is based on letter-by-letter comparison of word 
forms of different numbers and cases. For unchangeable words, the inflection is not 
marked, but some other words may have the zero inflection. When comparing symbols, 
the model takes into account the possible alternation of sounds. Then form-building 
suffixes are marked for full participles, adjectives and comparative degree adverbs. The 
next are the inflections of finite verbs (VERB). For verbs in the indicative mood of the 
present and future tense, the inflection is marked by means of conjugating the verbs. In 
order to find the inflection of past tense verbs and conditional mood forms, these words 
are inflected for gender and number. Then, for verbs in the imperative mood, inflections 
and form-building suffixes are marked. After that, the inflections and suffixes of short 
adjectives (ADJS) and short participles (PRTS) are found. 

At the next stage, words formed with the prefix-suffix method are considered. For 
these, possible formants (derivational affixes) and base words are established. If the 
hypothetic base word is found in the dictionary, then the prefix and suffix are marked 
in the analyzed word. For example, in the word собеседник (conversation partner), the 
prefix со- and the suffix –ник- are properly found, because there is the base word бе- 
седа (conversation) in the dictionary. 

The next step is the marking of prefixes. If an unprefixed pair is found for the word, 
then the corresponding prefix is marked. For example, in the word принесём ([we] will 
bring) the prefix при- will be marked, because for the lemma нести (to bring) the un- 
prefixed pair нести is found. If the beginning of the analyzed wordform coincides with 



 

 

the prefix, but the corresponding unprefixed pair is not found, then it is possible that 
the word contains a bound base (for example, as in the word поднять – to lift). There- 
fore, the system checks whether there are words in the dictionary, the first part of which 
is a prefix, and the remaining part coincides with the unprefixed part of the analyzed 
word (for the example word given above such a word is при-нять – to accept, which 
has the same root as под-нять). If at least one such word is found, then the correspond- 
ing prefix is marked. Similarly to prefixes, "recurring elements" are found. 

Next, word-building suffixes are marked. Taking into account the derivational con- 
nections between words makes it possible to correctly identify suffixes, even if charac- 
ter sequences are the same. The rest of the word is considered the root. 

 
3.2 Improved Rule-Based Model (rules_corrected) 

This model is a modification of the previous one. By removing prefixes, suffixes and 
inflections from the list of all morphs extracted from the dictionary of A.N. Tikhonov 
[13], a list of roots was obtained. To prevent excessive marking of prefixes, the follow- 
ing conditions were set: the prefix is not marked if the word is less than three characters 
in length or the word starts with an element that is found in the list of roots and the root 
is one character longer than the prefix that was originally found in the word. 

 
3.3 Maximum Matching Model (maxmatch) 

For this and other probabilistic models below we used 100 614 lemmata from the dic- 
tionary, which comprise 17 017 different morphs. In this model, a part of the word is 
considered a morph if it is included in the list of morphs and is the longest possible 
match. The function maxmatch(s) takes a sequence as input, which is split into morphs. 
It uses the parameters i and j that specify the beginning and end of the morph, respec- 
tively. First, it is assumed that the entire word is a morph, and if there are no coinci- 
dences, the position j is decreased by one. If the substring under consideration coincides 
with some morph on the list, the morph is marked. The boundary i is moved and placed 
at the end of the marked morph, and the boundary j is again placed at the end of the 
word. The procedure continues until the boundary i reaches the end of the word. 

 
3.4 Log_likelihood Model 

The model is based on finding the maximum likelihood for morphs. All possible com- 
binations of morpheme boundaries in the word under analysis are considered, then 
those are selected in which the resulting word segments can occur at a given position 
and are found in the list of morphs. Then the logarithms of the probabilities of the can- 
didate analyses are calculated. The analysis that has the maximum value is selected. 



 

 

By processing all morphemic analyses from Tikhonov's dictionary [13], an associ- 
ative array of morphs, positions and frequencies is created. Then a list of all possible 
word segmentations is obtained. In total, 2x-1 ways of segmenting the word are possible, 
where x is the length of the word in characters (it is assumed that the boundary cannot 
occur at the beginning of the word). For each of these segmentations, a bit sequence 
mask is created that contains information about the presence of morphemic boundaries: 
if there is no morpheme boundary after the symbol, then the value in the corresponding 
position of the mask is 0, and if there is a boundary, then the value is 1. From all seg- 
mentations, the system selects the ones in which the resulting word segments are all 
found in the morph list. 

Next, the most probable morphemic analysis of the word is selected. For each can- 
didate analysis, the system computes the product of the probabilities of the morphs 
occurring in the word. The analysis with the highest value of the natural logarithm of 
this product is chosen as the most probable one. Since the number of possible segmen- 
tations is exponential in the length of the word, the maxmatch model is used instead of 
log_likelihood for words longer than 18 characters. 

 
3.5 Arithmetic Mean Model (mean) 

This is a slight modification of the log_likelihood model. The mean model also consid- 
ers all possible segmentations of the word under analysis, but computes the arithmetic 
mean of morph probabilities for each candidate analysis. The one for which this arith- 
metic mean is greatest is chosen as the best analysis. 

 
3.6 Combined Models 

These models are combinations of the above ones: rules_corrected, maxmatch, 
log_likelihood, and mean. First, the rules_corrected model extracts postfixes, inflec- 
tions, prefixes and suffixes. For finding the root and suffixes not found by rules_cor- 
rected, one of the three other models (maxmatch, log_likelihood, or mean) is used. 

 
3.7 Morphemic Annotation of Text 

All models allow for two modes of operation: analysis of individual words or text an- 
notation. When the text annotation mode is chosen, the system simply performs the 
analysis or each successive token in the text. Function words and interjections are 
skipped. For the maxmatch, log_likelihood, mean, rules_corrected+maxmatch, 
rules_corrected+log_likelihood, and rules_corrected+mean models, annotation only 
includes morphemic boundaries within every word. For the rules and rules_corrected 
models, morph types are also part of the annotation. The rules and rules_corrected 
models also make it possible to search for a morph by its type. 



 

 

4 Evaluation 
 

4.1 Evaluation Metrics 

We use the metrics precision, recall, and F-measure in the same form as they were 
applied to morphemic analysis evaluation by K. Ak and O.T. Yildiz [22]. The values 
of these metrics are calculated based on the following parameters: hits is the number of 
correct boundaries (true positives), insertions is the number of unnecessary boundaries 
(false positives), and deletions is the number of overlooked boundaries (false nega- 
tives). 

Then precision, recall, and F-measure are calculated as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
ℎ𝑖𝑡𝑠

ℎ𝑖𝑡𝑠 + 𝑖𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛𝑠
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
ℎ𝑖𝑡𝑠

ℎ𝑖𝑡𝑠 + 𝑑𝑒𝑙𝑒𝑡𝑖𝑜𝑛𝑠
 

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2×ℎ𝑖𝑡𝑠

2×ℎ𝑖𝑡𝑠 + 𝑖𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛𝑠 + 𝑑𝑒𝑙𝑒𝑡𝑖𝑜𝑛𝑠
 

4.2 Evaluation Setting 

For evaluation, a random sample of 500 words from the Tikhonov dictionary was ob- 
tained. It is important to note that these words had been removed from the dictionary 
before any training of our models took place. Thus, the 500 words were completely 
‘new’ to all our models. This test set was used to compare the performance of our mod- 
els described in Section 3 with one of the available morphemic analysis tools for Rus- 
sian [15] that we set as the baseline. The latter returns several candidate analyses. For 
testing, we chose the analysis listed as the most probable. 

4.3 Results and Discussion 
 

Table 1. Evaluation Results. 
 

Model Precision Recall F-score 
rules 0.905 0.639 0.749 

rules_corrected 0.944 0.63 0.756 
maxmatch 0.73 0.567 0.638 

log_likelihood 0.73 0.567 0.638 
mean 0.652 0.795 0.716 

rules_corrected + maxmatch 0.846 0.85 0.848 
rules_corrected + log_likelihood 0.847 0.847 0.847 

rules_corrected + mean 0.551 0.915 0.687 
External system [15] 0.834 0.713 0.769 



 

 

The rules model shows very high precision (0.905) since it takes into account word 
forms and derivational connections, so it is very accurate at marking postfixes, inflec- 
tions, prefixes and form-building suffixes. The small recall value (0.639) can be ex- 
plained by the absence of capabilities for analyzing complex words, as well as ignoring 
some of the word-building suffixes and finding non-existent prefixes. The rules_cor- 
rected model demonstrates even better precision (0.944) due to more accurate prefix- 
finding. 

The maxmatch, log_likelihood and mean models yield lower results, since they do 
not take into account form-building and derivational connections between words. The 
low recall (0.567) of the maxmatch model is due to the fact that the model tries to match 
the longest possible morphs, and the relatively high recall (0.795) of the mean model 
can be explained by the high frequency of short morphs, which leads this model to 
segmenting words into smaller parts. The maxmatch and log_likelihood models have 
the same metric values, because the product of probabilities increases with the decrease 
in the number of factors, which corresponds to a decrease in the number of morphs. 

The F-measure values of the rules_corrected+maxmatch (0.848) and rules_cor- 
rected+log_likelihood (0.847) models are quite high due to the fact that these models 
produce morphemic segmentation for a larger number of derivational suffixes and com- 
plex words. These models decisively outperform the existing morphemic analysis sys- 
tem [15] set as the baseline (0.769). 

 

5 Conclusion and Future Work 
 

In an effort to solve the morphemic analysis task for the Russian language, we have 
developed a few models: rule-based, probabilistic and combined. The rules model was 
created based on the rules of form building and word formation. The improved version 
of the model, rules_corrected, has better precision due to more accurate marking of 
prefixes. The maxmatch, log_likelihood, and mean models use such characteristics of 
morphs as length, frequency and position. By combining the rules_corrected and max- 
match models we managed to achieve the best performance of 0.848 F-measure on a 
gold standard set of 500 held-out words analyzed for morphemic structure. 

Our system, which is made available to the community [23], also features mor- 
phemic annotation of arbitrary texts and morpheme search. The best-performing mod- 
els take into account the form-building patterns, derivational connections between 
words, the part of the speech of the analyzed word and its other morphological features. 
The system can analyze previously unseen and complex words, as well as words in non- 
initial forms. 

As is usually the case, there is still room for improvement. We believe that even 
better quality of morphemic analysis is achievable by paying more attention to word- 
formative suffixes and improving the model for analyzing complex words. In terms of 
functionality, it is also possible to implement search for related words in a text. 
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