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Abstract. The paper is devoted to the analysis of the possibilities of using Markov chains for 
analyzing the accuracy of stochastic gradient relay estimation of image geometric 
deformations. One of the ways to reduce computational costs is to discretize the domain of 
studied parameters. This approach allows to choose the dimension of transition probabilities 
matrix a priori. However, such a matrix has a rather complicated structure. It does not 
significantly reduce the number of computations. A modification of the transition probabilities 
matrix is proposed, it’s dimension does not depend on the dimension of estimated parameters 
vector. In this case, the obtained relations determine a recurrent algorithm for calculating the 
matrix at the estimation iterations. For the one-step transitions matrix, the calculated 
expressions for the probabilities of image deformation parameters estimates drift are given. 

1. Introduction
At estimation of the parameters of image inter-frame geometric deformations (IID) under conditions
of a priori uncertainty the non-identification stochastic gradient procedures (SGP) [1-2] are widely
used [3-6]:
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−− −= ttttt Q αZZβΛαα , (1) 

where )1(Z  and )2(Z  are images; ( )Tmαα ,...,1=α  is a vector of estimated parameters of geometric 
deformations; tΛ  is gain matrix; 0α̂  is an initial of the parameter vector; tβ  is a stochastic gradient of 
the cost function (CF) ( )⋅Q , characterizing the estimation quality. 

The most practical application have relay procedures [8], when in (1) 
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t mQ Q Q= ∂ ⋅ ∂ ∂ ⋅ ∂ ∂ ⋅ ∂α α αβ . At a good accuracy of the 

estimates, they have high velocity and better impulse noise resistance compared to gradient procedures 
[9]. The next parameter estimate iα  is determined as: 
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where )(αΩ  is the domain of α . The estimates sequence 
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Tt αααα ˆ,...,ˆ,...,ˆ,ˆ 10 , (3) 
obtained with SGP in the form of (1), is m -dimensional sequence without aftereffect and is a vector 
Markov process. At the same time, the joint probability density (PD) of IID parameters at any iteration 
can be expressed through the PD )ˆ( 0αw  of the initial approximation 0α̂  and one-step conditional 
PD )ˆ|ˆ( 1−ttt ααπ of the Markov sequence transitions from ( )1−t -th iteration to the t -th iteration, 

Tt ,1=  [9]: 

( ) ( )∏
=
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1010 )ˆ|ˆ(ˆˆ...,,ˆ,ˆ αααααα π . 

The apparatus for analysis of Markov sequences makes it possible to take into account the 
finiteness of the domain α̂Ω  of possible values of IID parameter estimates for different rules of PD 
behavior at the boundaries of parameter domain. 

If the domain α̂Ω  of tα̂  is continuous, then the sequence (3) is a simple Markov sequence; if it is 
discrete, then (3) is a Markov chain [10]. The latter is true, in particular, in the relay procedure (2). 
Attracting a well-developed mathematical apparatus of Markov sequences [10, 11] and chains [10, 12] 
for analyzing the effectiveness of PD with a finite number of iterations allows to obtain a number of 
useful results. 

Let us consider the possibility of using the apparatus of the Markov chain theory for modeling the 
process of stochastic gradient estimation of IID parameters. 

2. The relationship of the matrix of transition probabilities with the probabilities of drift
estimates
If in (1) the gain matrix tΛ  is diagonal, then the matrix of conditional probabilities 

( ) { }ijilikiti aaPtl === αα ˆ|ˆ,Π  can be expressed in terms of estimates drift probabilities (EDP) of the 
IID parameters [13, 14]. The EDP of the parameter is the probability of the estimate improvement 
after the SGP iteration (taking into account possible changes in the estimates of other parameters). 
Then, with a variable step tλ  of the increment in (2), the elements ( )tljk ,π  of matrix ( )tl,Π : 
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where ( )tljk ,π  is the probability that the estimate iα̂  will be equal to value ika , if at an earlier 

iteration tl <  the estimate had a value ija ; ( )jερα+  is the probability of changing the parameter to iтα ; 

( )jερα−  is probability of estimate change from iтα ; ( )jερα0 - probability of no change of the estimate; 

( )ijij a−= iтαε ; iтα  is the exact value of the parameter iα ; t∆  is the number of possible states of 

parameter α  in the interval from ja  to ka , including the state ka . In the future, to simplify the 
recording, the index «i» will be omitted when considering one parameter. 

At a constant step tλ  the elements ( )tljk ,π  are also directly expressed through the EDP: 
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Under these conditions, we obtain a homogeneous Markov chain (3), for which 
( ) tt ΠΠ = , (5) 

where Π  is the matrix of one-step transition probabilities. At ∞→t  such a chain becomes stationary. 



Image Processing and Earth Remote Sensing  
G L Safina, A G Tashlinskii and M G Tsaryov 

V International Conference on "Information Technology and Nanotechnology" (ITNT-2019)      105 

However, with an increasing the number of estimated parameters, the application of the classical 
mathematical apparatus of Markov chains becomes problematic due to the sharp increase in the size of 
the transition probability matrix. 

One of the main parameters determining computing costs, when using the Makovsky chain 
apparatus, is the number of possible values of IID parameter estimates. A priori, choose the size of the 
matrix Π  allows the discretization of the estimated parameters domain. However, the use of the 
classical apparatus of the Markov chain theory remains reasonable only when estimating one 
parameter, since an increase in the number m  of estimated parameters by one leads to an increase in 
computational costs at least by 2K , where K  is the number of possible discrete values of estimates of 
the )1( +m -th parameter. In problems of measuring the IID parameters, the value K  reaches several 
orders of magnitude. In this case, the determination of PD of parameter estimates, based on the use of 
a matrix of one-step transitions, becomes an obstacle for probabilistic modeling of the  stochastic 
gradient process of measuring the parameters of inter-frame deformations. 

3. Adaptation of the Markov chains apparatus to the solved problem
To reduce computational costs, we use the fact that at the t -th iteration, regardless of the state of the
estimates of other parameters, transitions from the j -th state of parameter iα  estimate are possible 
only to the known k -th state, where { },1,,,,1 −−−+++∈ itititit jjjjjk νννν , )/(int iitit αλν ∆= . In
this case, the transition probabilities are determined by the state of other parameter estimates. The 
integral probability of the transition of estimate iα̂  from the j -th state )ˆ( ija=α  to the k -th state 

)ˆ( ika=α  is determined by the sum of the transition probabilities from the subdomains kiω  of the 

parameter space, mi ,1= , iKk ,1= . For example, to use relay-type procedures when evaluating three 
parameters 1α , 2α  and 3α  the overall probability ijρ~  of deterioration of the estimate ja11ˆ =α  at the 
t -th iteration can be written as [15]: 
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where ( )1−tplk )ˆ|ˆ( 1 ijlkl aaP === αα  is the probability that at the ( )1−t -th iteration for lkl a=α̂ , 

lKk ,1= the value 1α̂  is equal to ja1 ; тllklk a αε −=  is deviation of the estimate lα̂  from the exact 

value тlα , 3,2,1=l . For m  parameters we have: 
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Similarly, the expressions for probabilities o
j1

~ρ  and +
j1

~ρ  can be written. 
With this approach, the matrices of one-step transitions are also change, which for this case we 

denote ( )*)( ~,)(~
ji

t
jki it ρπ=Π , where i  is the number of parameter; ( )*)( ~, ij

t
jk i ρπ  is probability of transition

of i -th estimate from the state ja  at the )1( −t -th iteration to the state ka  to the t -th iteration: 
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where ( )⋅*
iρ  are values of probabilities ( )⋅+

iρ , ( )⋅o
iρ  and ( )⋅−

iρ  at a vector of estimates mismatch 

( )Tmliji εεεε ν ,...,,...,1= , iтαε −= ikik a . At the same time, the size of the matrix with m  parameters 

compared with the traditional approach is reduced from ∑∑
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 to ii KK × . Computational costs 

are about as much reduced. This reduction occurs due to the loss of information about the probability 
of belonging to the estimation of the parameter vector of each of the subdomains of the parameter 
space. Only information about the projections of the distribution in this space is saved. In this case, 
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this information is sufficient for calculating the PD of IID estimates for a finite number of iterations. 
To calculate the PD of the estimate of the i -th parameter at the t -th iteration of the SGP, you need to 
know the PD of the estimates of all parameters on the )1( −t -th iteration: 
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t

s
i

T
i

T
i st

1

~0 Πpp . (8) 

Thus, determining the matrix )(~ tiΠ  allows only a recurrent method of calculation. Note also that, 

when )(~ tiΠ  is used even at consti =λ  the Markov chain of estimates formed by the SGP, it can no 
longer be considered homogeneous. Accordingly, the expression (5) for this case is not true. To 
calculate the discrete probability distribution ( )tT

ip  of estimates of the i -th parameter using the matrix 

)(~ tiΠ , we obtain the recurrent procedure: 

( ) ( ) ),(~1 ttt i
T
i

T
i Πpp −= mi ,1= . (9) 

For a variable step itλ with adopted simplifications, the matrix )(~ tiΠ  for the parameter iα  can be 
determined as: 
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For constant iλ  the expression, determining the matrix element is significantly simplified: 
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Relations (7)-(11) determine the recurrent algorithms for calculating the matrix )(~ tiΠ  and the PD
of the parameter estimation errors for the required iteration of estimation, starting from the initial 
approximation. The size of )(~ tiΠ  does not depend on the dimension of the vector α  and is
determined only by the discretization parameters of the domain of definition of a specific parameter 

iα . Computational costs with an increase in the dimension of the vector of parameters grow in 

proportion to ∑
=

m

i
iK

1
, which allows to find a compromise between the accuracy of the calculation of PD 

and the requirements for computational resources. Further reduction of computational costs is possible 
due to the imposition of restrictions on the range of allowable values of the estimated parameters and 
the introduction of rules for taking into account probabilities beyond the boundaries of this area. 

4. Conclusion
It is shown that the sequence of estimates of the parameters of IID, obtained using GSP, is a sequence
without aftereffect and is a vector Markov process. With one estimated parameter for probabilistic
modeling of the stochastic gradient estimation process, it is advisable to use the mathematical
apparatus of the Markov chain theory. The study of expressions that allow calculating the transition
probabilities of the matrix of one-step transitions through the probabilities of parameter estimation
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drift showed that for relay algorithms with one estimated parameter, the single-step transition matrix 
has a five-diagonal structure and does not depend on the iteration number, determining the Markov 
chain uniformity. However, for the vector of parameters, the use of the classical apparatus of the 
Markov chain theory becomes problematic due to a sharp increase in the size of the transition 
probability matrix. A priori, the matrix size can be chosen to discretize the domain of the parameters 
to be estimated, but even with this approach, the use of the classical apparatus makes sense only when 
evaluating one parameter. 

In order to reduce computational costs, one-step transition matrices are proposed, the dimension of 
which is determined only by discretization of the domain of the corresponding parameters and does 
not depend on their number. The resulting matrix allows only a recurrent method of its calculation 
from the initial approximation of the parameters to the required iteration. Moreover, the Markov chain 
of estimates loses the property of homogeneity. Also, accurate information about the probability 
distribution in the parameter space is lost. Only the projections of this spatial distribution are saved. 
However, this is enough to solve the problem of finding the PD of parameter estimates for inter-frame 
deformations with a finite number of iterations. 
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