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AIDS and the opportunistic infections and some other complications, associated with this
syndrome lead to more than one million of human deaths per year. Human Immunodeficiency
Virus is a cause of AIDS. The drugs, targeted proteins of HIV, can only lead to decrease of
HIV copies in the human organism but still do not eliminate HIV from an organism. The main
cause of antiretroviral drug therapy failure is HIV resistance to main drug classes: inhibitors
of HIV structural proteins, protease and reverse transcriptase. One of the approaches to the
classification of HIV variants into the resistant and susceptible ones is the use of machine
learning methods. The aim of this work is the classification of the HIV variants into susceptible
and resistant based on the nucleotide sequence of the HIV protease using neural networks. In
our work, we used two topologies of neural networks: multilayer perceptron and convolutional
neural network. Neural Networks were built using Python Tensor Flow and Keras libraries,
where optimization of the neural networks can be performed. The training and test sets
include experimental data on the nucleotide sequence of HIV protease and their resistance.
Sensitivity, specificity, balanced accuracy were used as the main parameters, reflected the
quality of classification. Those parameters were calculated for the test set, collected in the
later period comparing to the sequences of the data set.
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1. Introduction

Human immunodeficiency virus type 1 (HIV-1) is a retrovirus that causes the
Acquired Immunodeficiency Syndrome (AIDS) leading to the failure of immune system
and resulting in death. There are more than 36 HIV-infected people globally and
more than one million of them live in Russian Federation. Protocols for HIV/AIDS
treatment typically include use various combinations of antiretroviral drugs (Highly
Active Antiretroviral Treatment (HAART)). There are two main classes on antiretroviral
drugs included in HAART:" inhibitors of structural HIV proteins, protease and reverse
transcriptase, encoded by single HIV gene named pol. Marketed antiretroviral drugs
are incapable of eliminating of virus from human organism. Mutations in the genes of
HIV cause its resistance to the drugs. HIV characterizes by a high velocity of mutations
occurrence, therefore it is able to develop resistance in short terms. HIV resistance
results in loss of drugs effects and necessity to use different drug combinations to prevent
viral replication. HIV resistance to the main antiretroviral classes of drugs is typically
estimated using two types of experimental tests: phenotypic tests and genotypic ones.
A genotypic test produces nucleotide sequences of the pol gene, while a phenotypic
test represents the data on the genotype of HIV resistant variant together with the
data on its resistance. The results of phenotypic and genotypic tests can be used to
develop on their basis the computational method aimed at predicting HIV resistance
to the particular antiretroviral drugs. There have been developed many of them and
an accuracy of prediction is over 90% (for some of them is more than 95%), for details,
please, see review by [1-4].

There are several machine learning approaches for the prediction of HIV drug resis-
tance [1,2,5-11]. There were demonstrated using these approaches that an accuracy of
prediction of HIV resistance to a certain drug may vary depending on the type of descrip-
tor chosen, a drug, to which the resistance should be predicted. Application of neural
networks have become widely used in biology and chemistry for a past decade [12], [13].
The representation of a nucleotide sequence of HIV reverse transcriptase and protease as
a set of nucleotide fragments can be used for successful prediction of HIV drug resistance,
as was shown in a study by [2]|. In the current work, we demonstrate the application of
the neural networks to the classification of HIV protease sequences into resistant and
susceptible groups based on the descriptors generated from the nucleotide sequences, as
we previously developed.

2. The description of the data

Nucleotide sequences of HIV protease were use as the training and test sets with the
data on their resistance produced using Phenosense test system for phenotypic tests.
In our study we used data on the HIV resistance to six marketed inhibitors of HIV
protease:

— fosamprenavir (FPV);

— azatanavir (ATV);

— indinavir (IDV);

— lopinavir (LPV);

— nelfinavir (NFV).

The data include sequences of the pol collected using samples of the patients and
available from HIV Stanford drug resistance database. A detailed description of the
data processing is given in the study by [2]. In our earlier study we tried to simulate
a prospective validation using the set of the sequences collected from the patients,
examined no later than in January, 2006; sequences, collected later were used a the test
set. Nucleotide sequences were divided into the short sequences (descriptors), where
each short sequence was represented by a central nucleotide, eleven nucleotides before
the central one and twelve nucleotides after it. For each sequence, we generated the set
of descriptors. Then we collected all of them in a list and sorted by their frequency in
the whole set of nucleotide sequences of protease. We used 500 descriptors and generated
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a set of binary descriptors from them, where each value of the descriptor was “1” if the
particular short sequence in the nucleotide sequence from the training or test set or “0”
if it is not in the while nucleotide sequence.

3. The architecture of the neural networks

In the current study we used two types of artificial neural networks: convolutional
neural networks (CNN) and multilayer perceptron (MLP). The neural network were built
using Python as the programming language and its libraries: Keras and TensorFlow.
These tools include several options to optimize the parameters for the neural networks
and to estimate an accuracy of the classification. Multilayer network included an input
layer, five hidden layers and an output layer. Rectifier Linear Unit (ReLU) was used as
a function of activation in hidden layers and a sigmoid function was used in the output
layer. A dropout option was used to prevent an overtraining [14].

The architecture of the neural network, which is based on the convolution operation,
was first developed in the late 1990s by Lekun et al. [15]. Today convolutional neural
networks are considered to be the best for solving image recognition problems. In this
work we use the sequences of binary descriptors as training data that take the value «0»
or «1». Thus, this data can be assigned in the same way as images in recognition tasks.
This view allows one to apply the apparatus of convolutional neural networks.

Convolutional neural network includes the input layer, the host matrix of size
22x22, two convolutional layers with feature map size 44x44 and 88x88, pooling layer
(MaxPooling), two hidden fully connected layers with 352 and 151 neurons and an output
layer. The convolution kernel in all layers is 3. ReLU is used as the activation function
in hidden layers, and sigmoid activation function is used on the output layer.

To assess the quality of neural network for each of the 6 drugs were calculated
indicators such as [16]:

— Sensitivity, also known as recall, reflects the proportion of positive results that are

correctly identified by the classifier.

— Specificity — reflects the proportion of negative results that are correctly identified
by the classifier.

— Balanced accuracy is the proportion of true results (both positive and true negative)
among the total number of considered cases, i.e. the probability that the class will
be predicted correctly.

— The precision of the classification of positive results is the proportion of positive
results that are correctly identified by the classifier among the total number of
considered cases.

To obtain an assessment of the classifier quality, a cross-validation with a 10-fold

division into training and test samples was used. In tables 1 and 2 the results of the
classifier are presented.

Table 1
Assessment of the neural network quality MLP

Drug | Sensitivity | Specificity | Precision | Balanced accuracy
FPV 0.655 0.945 0.45 0.917
ATV 0.838 0.63 0.787 0.757
IDV 0.902 0.882 0.866 0.892
LPV 0.824 0.857 0.741 0.847
NFV 0.879 0.856 0.89 0.868
SQV 0.795 0.87 0.812 0.839
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Table 2
Assessment of the neural network quality CNN

Drug | Sensitivity | Specificity | Precision | Balanced accuracy
FPV 0.951 0.965 0.966 0.958
ATV 0.827 0.825 0.823 0.815
IDV 0.886 0.867 0.857 0.872
LPV 0.871 0.897 0.902 0.882
NFV 0.9 0.844 0.832 0.864
SQV 0.847 0.878 0.885 0.859

Low values of accuracy may be associated with a small amount of training sample, as
well as with the peculiarities of biological data on HIV resistance, which are characterized
by a certain incompleteness and heterogeneity [4,17,18].

The analysis of the results showed that the classifier constructed with the help of
convolutional neural network for the majority of metrics and preparations give better
results than multilayer perceptron. In addition, convolutional neural network use almost
two times less parameters — 1 153 126 MLP parameters against 578 444 CNN parameters,
which improvs convergence and reducs computation time.

4. Conclusion

The paper demonstrates the application of neural networks of different topologies to
the problem of classification of human immunodeficiency virus resistance to HIV protease
inhibitors. In the future we plan to improve the performance of the classifier through
the use of other topologies of neural networks, the selection of the optimal number of
layers, maps, features, sizes of the convolution kernel and other hyperparameters.
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