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Abstract. In this part, we focus on the role of humans in state-of-the-
art decision systems. Thereby, we go beyond interactive machine learning
to explainable artificial intelligence. How can this be realized? How can
we include humans into the automated decision process and how can
me measure their intelligence? To answer these questions, we will talk
about different terms like interaction, reflection and discuss the underly-
ing principles of intelligence and cognition. In the next part, we provide
fundamentals to measure and evaluate human intelligence with biometric
technologies, sensor arrays and affective computing to measure emotion
and stress. The tutorial concludes with a discussion on ethical, legal and
social issues of explainable AI systems.
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