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Abstract. The possibilities of increasing the efficiency of the redundant
service of latency-critical requests by a sequence of nodes of a multilevel
cluster have been investigated. The analytic model is proposed, and the
effectiveness of the option of redundant request servicing shown for which
a copy of the request, executed first, is transferred for redundant service
to the next cluster level, the remaining copies are destroyed.
The novelty of the proposed model is that it allows to taking into ac-
count the requirements of not exceeding the maximum permissible total
accumulated waiting time for sequential redundant request servicing at
all levels of the system.
A variant for which a certain number of copies are created during the
formation of the request, for each of which a path is predefined as a se-
quence of nodes of different levels involved in maintenance, is considered
as a prototype.

Keywords: Redundant service · Criticality of latency requests· Multi-
level cluster· Distribution of requests.

1 Introduction

For multi-level cluster systems operating in real-time (especially in the cyber-
physical systems), the reliability of operation is determined not only by the
reliability of the system structure but also by the probability of timely execu-
tion of requests that are critical to service delay [1-4]. Providing timely execution
of critical requests can be based on traffic prioritization [5-7] and load balancing
[8-9].
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Transport coding [10, 11] reduces the average network delay of message trans-
missions, in which message fragments are transmitted along different routes, and
as a result of encoding (information redundancy), even with the loss or delivery
of part of the message with errors, it is possible to recover the entire message
without retransmissions.

Reliability and timeliness of query execution can be improved as a result of
redundant servicing of copies of queries with the issuance of the first serviced
copy [12,14], the study of these capabilities in clusters, and multi-path transmis-
sion systems with redundant communication channels [15].

The redundant service of the request is considered successful if at least one
copy of it is executed correctly without exceeding the maximum permissible
total waiting time in the queues of the nodes that successively execute it. The
effectiveness of redundant maintenance for multi-level systems is estimated by
the probability of the timeliness of multi-stage maintenance (passing through all
nodes making up the path) of at least one copy of the request [12-14].

By a path is meant a set of nodes whose operability ensures the fulfillment
of a functional task of sequentially servicing a request. The path is active if the
nodes included in it are involved in servicing the request or its copies. Potentially
possible paths that are not used in executing generated copies of the request
relate to backup paths.

The aim of the article is research the possibility of increasing the probability
of timely servicing of redundant requests during their successful passage through
the nodes of the cluster at all levels, taking into account the accumulation of the
waiting time at each level. Reducing delays is achieved as a result of redundant
servicing of copies of delay-critical requests.

The scientific novelty of this study is to build an analytic model of redundant
query servicing by a sequence of clusters, with the requirement not to exceed
the maximum permissible total waiting time in the queues of the nodes of the
copies of the requests, the first in time performed at each level of the cluster.

The relevance of the research of the guaranteed stability of the functioning
of distributed computer systems in real time is due to the active implementation
of the technology of cyberphysical systems at the present stage of development,
including those built on the basis of the Internet of Things technology [16-19].

2 Options for the formation of the path for redundant
requests service in a multi-level cluster

As the object of research consider m levels computer cluster comprising at i-th
level of ni parallel-connected servers, each of them can be represented as single-
channel queuing systems of the M / M / 1 type with infinite queues [20, 21].

In a multi-level cluster, the request is serviced sequentially by servers of all
levels included in the request service path. With redundant maintenance at each
level, multiple copies of the request are executed.

The following options for organizing redundant services in a multi-level clus-
ter are researched:
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Option S1: k copies of request (replicas) are created in the node of the request
source, and for each copy, the service path (route) is specified with the servers
that execute the request (copy of the request) at each level [14].

Option S2: When a request is generated by a source, it’s k1 copies are created,
distributed for services in k1 first-level servers. When one of the copies is serviced
at the first level, k2 copies of requests are created, which are transferred to
services in selected k2 next-level servers, and so on, until the request is serviced
all m levels of the cluster [14].

For option S1: k paths of request execution are generated from the source,
the change of which, as well as the multiplicity of backup copies, does not occur
during sequential servicing of the request. The number of copies of requests
(redundancy ratio) at different levels is the same. If the number of redundant
service paths generated when a request arrives in the system is greater than the
multiplicity of structural reservation of nodes at any level, then several copies of
the request are sequentially serviced.

For option S2: request servicing paths are dynamically formed during the
transfer of a request between cluster levels. The multiplicity of backup copies at
different levels of the cluster may vary [14].

From [14], an analytic model of redundant request servicing by a sequence of
clusters is known, when the maximum allowable waiting time is set for nodes at
each level. Copies of requests whose waiting time is longer than the maximum
set for server nodes at each level are destroyed.

In this paper, we set the task of constructing a new model that allows us
to take into account the requirements of not exceeding the maximum allowable
accumulated waiting time for sequential redundant request servicing at all levels
of the system, including for service option S2, when generating replica requests
distributed for servicing to cluster servers (i + 1) level is implemented by the
first completed copy of the request at the i-th level.

3 Redundant service in a cluster of n parallel-connected
servers

The probability that the queue request is shorter than the time t is calculated as
[16, 17] in a cluster of n parallel connected servers with an input stream intensity
Λ and average query execution time v:

P = 1− Λv

n
e(
Λ
n−

1
v )t,

The probability of the first completion of waiting in the queue of one of the
copies in a time not exceeding t is calculated as [14] for redundant servicing of
requests with multiplicity k (formations of k copies of requests sent to different
servers in the cluster):

P = 1− [
Λkv

n
e(
Λk
n −

1
v )t]k.(1)



4 V. Bogatyrev, S. Bogatyrev. A. Bogatyrev

and the average time of the first time to complete waiting for a copy of a
request in at least one of the k cluster servers that receive copies of the request
in the queue is defined as [14]:

T0 =

∫ ∞
0

[
Λvk

n
e(
Λk1
n −

1
v )t]kdt,

and the average residence time of the request in the cluster until the first
copy of the request arrives from the queue of one of the nodes is calculated as:

T = v +

∫ ∞
0

[
Λvk

n
e(
Λk1
n −

1
v )t]kdt,

it should be noted that the average residence time of a selected (specific)
copy of the request in the server node is as [20, 21]

T =
v

(1− Λkv/n)
.

The probability of a server failure or failure during the waiting time t is
estimated as r = e−(λ+λc)t, where λ, λc are intensity of server failures and errors.
Then the probability of timely execution of an unreserved request, taking into
account the impact of failures and errors of nodes we calculate as:

P = (1− Λv

n
e(
Λ
n−

1
v )t)e−(λ+λc)t,

The probability of timely execution of an unreserved request, taking into ac-
count the possibility of failures, node errors, and calculation errors, is calculated
as:

P = (1− Λv

n
e(
Λ
n−

1
v )t)e−(λ+λc)te−(λ+λc+λo)v,

where λo is the error rate over time v the server executes the requests.
For the initial state of readiness of all n nodes of the cluster, the probability

of waiting for at least one of k reserved copies of the request in the server queue
for a time less than t will be found as:

P = 1− [1− (1− Λv

n
e(
Λ
n−

1
v )t)e−(λ+λc)t]k.

The probability of timely and error-free redundant service in a cluster of at
least one of k formed copies of the request is calculated as:

P = 1− [1− (1− Λv

n
e(
Λ
n−

1
v )t)e−(λ+λc)te−(λ+λc+λo)v]k.

The example of calculating the probability of timely execution of reserved
requests and the average time for their waiting is presented below. In the calcu-
lations, we assume that the average time of request execution v = 4 · 10−4s−1,
n = 5, and the maximum allowable waiting time is 8 · 10−4s−1. The dependence
of the probability of timely execution P and average time waiting until the first
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execution of at least one of k copies of requests from the input stream intensity
Λ is presented in Fig. 5 and Fig. 6, respectively. In the graphs below, curves 1,
2, 3 correspond to the multiplicity of reservation requests k = 1, 2, 3.

Fig. 1. The dependence of the probability of the timely execution of P on the intensity
of the input stream Λ.

The dependence of the probability of the timely execution P and the average
wait time until the first execution of at least one of the k copies of the request
from the multiplicity of reservation requests is shown in Fig. 3 and Fig. 4 are
presented in Fig. 1 and Fig. 2, respectively. In the presented graphs, curves 1,2,3
correspond to the input flow intensity Λ = 1500, 2000, 2200 1/s

The presented dependencies allow us to conclude that there is an area of
expediency of redundant servicing of requests, depending on the intensity of
their receipt.

4 Redundant service with the preliminary formation of
service paths according to option S1

The servers will be presented in the form of single-channel queuing systems of
the M / M / 1 type with endless queues [20, 21]. The probability of a request
in a multi-level cluster is determined in accordance with [12] for the option of
redundant service S1. Maximum allowable total time of waiting requests in the
queues of nodes at all levels of the system t0 is divided into N intervals, the
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Fig. 2. Dependence of the average waiting time before the first execution of at least
one of the k copies of the request on the input stream intensity Λ.

Fig. 3. Dependence of the probability of timely execution of the request P on its
reservation ratio.
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Fig. 4. Dependence of the average waiting time before the first execution of at least
one of the k copies of the request on the multiplicity of reservation requests.

duration of which is equal to t = t0/N . Let us single out the moments of the
beginning of the countdown of the waiting intervals i = 0, 1, ..., N−1. For the first
level, the intervals i = 0, 1, .., N−1 are counted, for the second level, the intervals
j = 0, 1, .., N − 1− i are counted (taking into account the already accumulated
expectations), for the third level - intervals d = 0, 1, .., N − 1− i1 − i2 and so on
[12]. Thus, the remaining acceptable wait time in the queue of the node serving
the request will be th = t0− (i0 + i1 + ...+ ih−1)t0/N . For a two-level system, we
assume that given are the average query execution time as v1, v2 in nodes n1, n2
of the corresponding levels.

The probability of not exceeding the maximum permissible total waiting time
in queues of all levels t0 for each of k assigned paths of redundant execution of
one copy of the request for a two-level cluster is calculated as:

p =

N−1∑
i=1

{[1− {(kΛ/n1)v1exp(−i
t0
N

(v−11 − (kΛ/n1)))}]−

−bi[1− {(kΛ/n1)v1exp(−
t0
N

(i− 1)(v−11 − (kΛ/n1)))}]×

×[1− {(kΛ/n2)v2exp([t0 − i
t0
N

](v−12 − (kΛ/n2)))}]},

where



8 V. Bogatyrev, S. Bogatyrev. A. Bogatyrev

bi =

{
1, if i > 1,

0, if i = 1.

A request is considered to be completed in a timely manner if the total
waiting time in queues during the sequential passage of all servers for at least one
assigned path does not exceed the maximum permissible time t0 for redundant
request servicing with reservation ratio k according to service option S1. Thus,
the probability of timely redundant service according to option S1 is calculated
as [12]

P = 1− (1− p)k.

5 Redundant service with the formation of copies of
requests at each cluster level according to option S2

The probability of fulfilling the request in a time not exceeding the specified t0,
taking into account the variation in the accumulation of service time at different
levels of the cluster when organizing redundant service according to option S2,
will be estimated below.

For redundant service according to option S2, in contrast to S1, service repli-
cation is carried out at each level and according to the first result obtained,
the specified number of copies of the request for execution is generated and dis-
tributed to the servers of the next cluster level. Considering that the probability
of tinning for a time not exceeding t for at least one of k replicas of a request
is calculated according to (1), we find the probability of timely execution of
requests for a two-level cluster as:

P =

N−1∑
i=1

{[1− {(k1Λ/n1)v1exp(−i
t0
N

(v−11 − (kiΛ/n1)))}k1 ]−

−bi[1− {(k1Λ/n1)v1exp(−
t0
N

(i− 1)(v−11 − (k1Λ/n1)))}k1 ]×

×[1− {(k2Λ/n2)v2exp([t0 − i
t0
N

](v−12 − (k2Λ/n2)))}k1 ]}.

For option S2 of the redundant service of the m level cluster, the servers of
which are structurally redundant at the i-th level (i = 1, 2, ...,m) with multi-
plicity ni, the average residence time of the request when creating ki copies of
the request when serving it on the i-th as:

T =

m∑
i=1

{vi +

∫ ∞
0

[
Λviki
ni

e
(
Λki
ni
− 1
vi

)t
]kidt}.
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6 The results of calculations and comparison of
redundant service options

In the calculations, we assume that the number of reserved servers at each level
is the same and equal to n = 8, the average request execution times for servers
of the first and second level are v1 = v2 = 0.4s, and the total allowable wait
time is t0 = 0.2s.

In Fig. 5 shows the dependences of the probabilities of timely service in a
two-level cluster on the intensity of the input request stream Λ. In Fig. 1, curve
1 corresponds to non-redundant service k = 1, curves 2-3 correspond to service
option S1 with a request reservation ratio of k = 2, 3, and curves 4, 5 correspond
to option S2 with a reservation ratio of k = 2, 3.

Fig. 6 shows the dependences of the probability of timely service of requests
on the multiplicity of their reservation (number of generated copies) k. In Fig.
2, curves 1-3 represent service option S1, and curves 4-6 option S2 for request
flow intensities corresponding to = 3.3; 3; 3.5 1/s.

Fig. 5. Dependences of the probabilities of timely service in a two-level cluster on the
intensity of the input request stream Λ.

The above graphs allow concluding that there is an optimal multiplicity of
redundant service, and the smaller the system load and the permissible total
waiting time, the greater the redundancy rate at which the maximum probability
of multi-stage service timeliness is achieved. The calculations show that the
option of redundant service S2 allows increasing the probability of timely service
requests.
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Fig. 6. shows the dependences of the probability of timely service requests on the
frequency of their reservation.

7 Conclusion

An analytic model is proposed for multi-level cluster systems involving the exe-
cution of queries by a sequence of redundant nodes, and the effectiveness of the
options for redundant query servicing critical for queue latency is determined.

The novelty of the proposed model is that it allows you to take into account
the requirements of not exceeding the maximum allowable accumulated waiting
time for sequential redundant request servicing at all levels of the system, in-
cluding for the service option when generating replicas of the request distributed
to the redundant service in the cluster servers each level, is implemented by a
copy of the request made by the servers of the previous level first in time.

The influence of the redundant service multiplicity on the probability of
timely query execution, taking into account sequential redundant execution in
servers at all levels of the cluster, is analyzed.

The existence of the efficiency domain of redundant request servicing and
the optimal frequency of their reservation depending on the system load and
restrictions on the allowable waiting time in queues is shown. The efficiency of
redundant maintenance with the formation of copies of requests at each cluster
level is shown.

The efficiency of redundant maintenance with the formation of a given num-
ber of copies of requests and their distribution in the server queue at each level
of the cluster is shown.
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