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ABSTRACT

Earth observation images are plentiful and have been used for sev-
eral decades for many tasks such as classifying land cover, monitor-
ing agriculture and more generally for detecting changes happening
on the surface of the Earth. There exist however several challenges
in using these images in information systems. One of them is the
annotation of the images with semantic descriptors. To address
this, as our PhD main objective, we propose a new approach for
the semantic annotation of changes detected in satellite images
using annotations from an unaligned text corpus. Using scientific
publications on the areas of interest and related to the changes
observed in the images, we will extract candidate keywords for the
annotations. State of the art image change detection techniques will
be used to find the regions within the images where the changes
have occurred. The keywords and change pixels will be matched
by jointly embedding them into a low dimension space.

CCS CONCEPTS

« Computing methodologies — Matching; « Applied comput-
ing — Annotation; Environmental sciences.
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1 INTRODUCTION

The comparison of two earth observation (EO) images of an area,
taken at different times, allows to detect whether changes have
occurred in that area during that time frame. This process is called
change detection [21]. Various applications call for the use of change
detection techniques such as the monitoring of forest disturbance
and loss [11, 25], the tracking of urban change [23], and the mapping
of changes caused by natural disasters [3, 7].

Semantic annotation of images involves associating them with
semantic keywords [5]. Likewise, adding semantic information to
changes detected in EO images results in semantic change detection.
There exist several collections of annotated EO data that can be
used for semantic change detection such as [11], [8], [17] and [9].
However, many are either limited by their geographical coverage
[17] [9], or by their temporal coverage [9] or by their topical cover-
age [11]. Moreover, all the previously cited image collections are
provided on a yearly basis only. Therefore, using these datasets for
semantic change detection may not be suitable in cases where the
goal is to detect changes in a timely manner.

Therefore, to detect changes that are happening in an area of
interest at a specific time, one might need to use images that have
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not yet been annotated. In fact, unannotated EO images are plentiful.
The Landsat and Copernicus programs provide free access to the
images produced by their satellite missions with new images made
available every day. However, using these images for semantic
change detection poses the challenge of correctly identifying the
classes for each pixel of each image. Without labels, changes can
still be detected by comparing the images, however the semantic
information about those changes will be missing. Without this
information it is not possible to tell for example that a piece of land
previously covered by trees has now changed into a road. Which
is why class labels or annotations for each pixel of each image
need to be acquired either through human (expert) annotators or
automatic methods. The latter can fill the gap in a context where
expert annotators are not available and few or no annotated images
exist for a given area. In fact, machine learning algorithms can
learn to automatically annotate images from previously annotated
examples. A sufficient number of examples must still be provided
to train these algorithms.

Supervised machine learning has been successfully used for
semantic change detection [6]. Such models are trained on images
along with their semantically segmented masks. In the case of
deep learning models in particular, the scale of the data needed for
training makes it impractical to have experts manually annotate
all the images. Crowdsourcing has been used to provide image
annotations at very large scale [19]. A similar approach is not well
suited for EO images because some expertise or training might be
required to properly identify and differentiate among classes. As a
result, automatic and semi-automatic approaches for the annotation
task are commonly used to build large EO data sets such as [20]
and [11].

Scientific literature published by researchers who work with
earth observation images is undoubtedly a source of expert knowl-
edge in the field. Publications in Earth sciences therefore can be
seen as a very large source of expertise that could be leveraged for
interpreting EO images. Furthermore, it is available at a large scale.
In fact, across all scientific disciplines, the number of publications
has grown exponentially in the past decades [2].

With visual semantic embeddings we learn to represent textual
and visual data in the same latent space. The closer those data
points are semantically, the smaller their distance is in the joint
space. Several approaches have been proposed including the joint
embedding of images and words into a common low dimension
space [10] for image classification, and the embedding of images
and sentences into a common space for image description [22].

https://www.usgs.gov/land-resources/nli/landsat
https://www.copernicus.eu/en



While change detection can be applied to any type of image pairs
of the same scene or location, we are focusing on the case of tree
loss cover in tree covered areas to test our approach. For these cases,
the texts may not be available at testing time. The model needs to
learn from the labels and make predictions without extracting new
annotations when images are provided without accompanying text
at testing time. The text data in this case is considered privileged
information as defined by [24] and is used only when training the
model.

By using joint image and text embeddings we will automatically
assign relevant annotations to image pairs and segments where
changes are detected. Therefore we will perform two core tasks,
change detection and the annotation of the changes. We propose
to use scientific publications as a source of annotations which will
be extracted using a neural language model. These annotations can
be used in subsequent tasks such as image indexing and retrieval.

2 BACKGROUND

The first step in the semantic annotation of changes in EO images
is to locate the changes within the images. Binary change detection
methods only detect if and where a change occurred, while semantic
change detection methods also specify semantic information about
the change that is detected [14]. Both types of methods have been
applied to satellite images to detect land cover changes with the
most recent ones using deep learning models [6, 16].

Dault et al. [6] proposed a change detection deep learning model
for satellite images based on U-Net [18] which is an encoder-decoder
architecture with skip connections between the encoding and de-
coding streams. The U-Net architecture was initially proposed for
the segmentation of biomedical images. Three variations of the
model are proposed. The first model performs early fusion by tak-
ing the concatenation of the images as input effectively treating
them as different color channels. In this case, the change detection
problem is posed as an image segmentation task with two classes:
change and no-change. The second and third models are siamese
variations of the U-Net architecture where the encoder part is du-
plicated to encode each image separately and skip connections are
used in two ways, by concatenating either the skip connections
from both encoding streams or the absolute value of their difference.
Another variation of U-Net with early fusion which uses dense skip
connections was proposed by [16].

When the semantic information about the classes present in the
image pair is inconsistent or lacking, one solution is to include other
sources of information such as ontologies [3] or geo-referenced
Wikipedia articles[23].

Our proposed approach combines visual semantic embeddings
for annotating changes, and adds the semantic label to binary
change detection. The semantic labels will be extracted from a
text corpus made of publications related to the area and the type
of change of interest in time and space, using word embeddings.
The changes will be detected using change detection methods from
the state of the art [6, 16] with the extracted labels added as priv-
ileged information in the learning process using heteroscedastic
dropout which was proposed by [12] as a way to learn using priv-
ileged information in deep neural networks. The variance of the
heteroscedastic dropout is a function of the privileged information.
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When a machine learning algorithm can, at testing time, iden-
tify classes that were not previously seen during training, it is
performing "zero-shot" classification. Few-shot learning happens
when the number of examples of a class is very low, for training.
Both zero-shot and few-shot learning methods have been proposed
for learning classes with missing labels or with insufficient exam-
ples in the training data for supervised land cover and land use
classification models [13].

Our proposed approach differs from [13] in that we will perform
change detection with a deep learning model and our word vectors
will also be trained on a specialized corpus of scientific documents.
This should make our model more scalable while providing more
relevant annotations specifically for change detection as opposed
to classification alone. Unlike [6, 16] our model is suitable for a
change detection dataset that is not fully annotated meaning that
some annotations may be missing or incorrect. We are also not
manually building an ontology like [4]. Our approach is closer

o [23], however they only take into account the location of the
text that is used to learn the annotations, they do not consider the
temporal relation between the text and the images which is useful
for change detection.

3 RESEARCH QUESTIONS

Our primary goal is to perform semantic change detection on satel-
lite images by combining image change detection with text infor-
mation extraction, adding semantic annotations to the detected
changes. To the best of our knowledge this is the first time this type
of approach has be proposed for the semantic change detection
problem. In addition, we seek to improve the performance of the im-
age pair change detection task by using these extracted annotations
when training the model.

3.1 Hypotheses

When related scientific documents are used, relevant annotations
for change detection in image pairs can be extracted and used for
semantic change detection in the absence of labels provided by
experts. This implies that the most important changes have been
studied and documented by scientists and can be found in their
publications. With a visual-semantic model, we can make the link
between the changed segments and the labels in zero and few-shot
learning cases. By using these annotations as privileged information
when training the model, the change detection algorithm should
be able to detect changes with higher accuracy compared to when
images alone are used.

3.2 Experimental setup

To test our model, we will use images from an area of interest in
Madre de Dios, in Peru, corresponding to the Tile 19LCF from the
Sentinel satellite missions. We will use all available Sentinel-1 and
Sentinel-2 images of the area from 2015 to 2017. This region was
chosen because it is an area where there are a lot of reported defor-
estation incidents. Madre de Dios was the department in Peru with
the second largest area affected by deforestation in 2017, according
to a report by the Ministry of Environment of Peru [15].

https://sentinel.esa.int/web/sentinel/missions
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We collected abstracts of publications from the Web of Science
to create our corpus. We retrieved a total of 298 publications using
the keywords "Madre de Dios" for the topic and taking only articles
and proceeding papers for the years 2000 to 2019. Using the name of
the area allowed us to exclude articles that were not relevant to the
location. By only taking papers published in this 19 year period we
avoid those that were written too early before the Sentinel missions
started in 2014. However, limiting the collection only to articles
published after 2014 yields too few results. Articles published after
2017 might also include changes observed after our most recent
image, but including them allows for better coverage of changes
present in our image dataset because they are more likely to appear
in a publication months or years later.

For the image (change/no-change) labels we use data from two
sources, the GLAD alert system [11] and the Geobosques system
[25]. The alerts will be used as labels for a supervised change de-
tection learning algorithm applied to images of tree covered areas.
For each pixel these alerts indicate whether there was tree cover
loss or not. We will use the definition of tree cover as vegetation
that is at least 5 meters tall with a minimum of 60% canopy cover
as it is defined in the GLAD alert system.

Our deep learning model will be based on binary change detec-
tion methods [6, 16] for image pairs. The model will be adapted to
use the semantic information extracted from our corpus to learn
the annotations for the images and annotate images with classes
that may not have been seen during training.

Let us consider an example where there are confirmed tree cover
loss alerts for January 2, 2017, in our area of interest. The alerts are
images of the area with all pixels at 0 except for those for which
an alert was generated. To learn to detect those change pixels, one
image for each satellite is taken before and after the date of the alert.
The images from different satellites are stacked together to create a
single image. In this case, one image from Sentinel-1 is taken on
December 27, 2016 and on from Sentinel-2 on December 28, 2016.
Then two other images are similarly taken from January 2 and
January 3, 2017, to see the area after the alerts. The model learns
to identify the change pixels from the alerts by comparing both
images. In parallel, we take the corpus made of the publications
about the same area and extract the word vectors. We then find
the word vectors from the corpus which are most similar to our
change class word vectors. This will give us a first set of additional
labels for our change map. Then we cluster the word vectors from
the corpus to find the ones that more often occur with our change
word vectors.

4 METHOD

By integrating an ontology to the segmentation process of pre
and post-disaster images, [3] showed that overall accuracy went
from 67.9% to 89.4% for images of their test area. With a reduced
number of samples (200), [23] demonstrated that using Wikipedia
annotations for the task of semantic segmentation, the Intersection-
over-Union (IoU) score was 51.70% compared to 50.75% when pre-
training on ImageNet. In both cases the methods were tested on
images of urban areas. While the use of the ontology created by
experts in [3] improved greatly the accuracy of the classification

algorithm, it came at the high cost of expert hours. The crowdsourc-
ing approach using Wikipedia data in [23] while promising, resulted
only in modest improvements for the semantic segmentation task.

Ideally, we would like to combine the benefits of knowledge from
experts and big data from crowdsourcing. We propose to use the
expert knowledge through relevant scientific articles from which
annotations will be extracted. Adapted versions of state of the art
change detection models from [6] and [16] will be used, to test on
images from our area of interest. Both Sentinel-2 optical imagery
and Sentinel-1 radar imagery will be included. Using images from
a tropical rainforest area means that there will be significant cloud
cover making a large number of pixels, in the optical images, non
usable for change detection. The radar imagery will help mitigate
this problem.

Our proposed method will therefore perform change detection,
in satellite image pairs by predicting change pixels. The method
will also perform semantic annotation of the detected changes by
predicting their labels.

For the annotations, we will use word embeddings trained on
Wikipedia and align them with our text dataset using the RCSLS
criterion [1]. These embeddings cover a large vocabulary on many
topics, most of which are not relevant to our case. This is why
we will realign them with embeddings from our specific corpus to
ensure that the distribution of words matches our intended topic.

The word embeddings are used to look up our change labels.
Using an approach similar to [10], for each pixel, the model will
predict its label as its vector representation. In [10], the vector
representation of images are projected into vectors of the same
dimensions as the word vectors, and the model predicts the label
vector using a similarity metric.

We will also add the text as privileged information during train-
ing using heteroscedastic dropout [12]. This heteroscedastic droptout
will be used in order to improve the performance of the model on
our relatively small dataset.

While the model does not explicitly take into account the tempo-
ral relation between the text and the image we will use documents
from a limited time period that covers the time before, during and
after the changes occur. In doing so, we expect to limit the number
of extracted words that are temporally out of scope.

We want to have a model that is suitable for environmental appli-
cations and therefore we will test on this type of data first. However,
applications in other domains should be possible, provided there
exist a relevant corpus that can be used with the images. We will
evaluate the performance of our proposed method using precision
and recall statistics and the Intersection over Union score.

We will compare our method to state of the art methods for
change detection [6, 16] on the Madre de Dios data set described in
section 3.2.

5 CONCLUSION AND DISCUSSION

The automatic annotation of change in satellite imagery using
annotations extracted from relevant scientific literature will demon-
strate how expert knowledge can be gathered from text, in an
unsupervised way to add semantic information to changes detected
in images. Furthermore, for the change detection task, the use of
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Figure 1: Overview of our proposed approach for automatic
annotation of changes in EO images.

these annotations as privileged information when training the al-
gorithm should result in higher overall accuracy. This may provide
a method that could be used in tools for non-experts to find and
identify changes in satellite images of their areas of interest, using
open data even when no expert annotations are available. An exten-
sion of this work could be to extract triples of events with location
and time from the full text of the publications, and using them
to construct a timeline of change events with the corresponding
time series of satellite images. Unlike the loose temporal relation of
the currently proposed method, the temporally annotated triples
should provide more exact matches to the changes observed on
the images as they would represent a phenomenon along with its
location and its temporal information. Our hypothesis is that this
would also make the candidate labels less noisy overall.
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