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Abstract. Exploratory data analysis and especially model evaluation get difficult 
when facing the challenge of classifying product data according to a hierarchical 
classification system (HCS) containing thousands of categories as used in the 
retail industry. The identification of incorrectly classified products and the opti-
mization and monitoring of automatic classification algorithms is very time-con-
suming. To solve this problem we propose a workbench which provides an inter-
active graphical user interface (GUI) for exploratory product data analysis and 
model evaluation taking into account the structure of an HCS and supplying sta-
tistical insights. In addition, the workbench offers an integrated machine learning 
based product classification module which can classify products on the fly using 
their names only. 
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1 Introduction 

The management of product d1ata is an important tasks in retail companies. Products 
must be classified based on a hierarchical product classification system (HCS) which 
defines categories of products and relations between them. The assignment of products 
to the categories is based by either implicitly or explicitly defined attributes [1]. A well-
known product classification standard for retail is the Global Product Classification 
(GPC) described in [2]. It defines a four-level hierarchy consisting of 38 segments, 118 
family, 823 class and 4226 brick codes to describe products. It is used by 60.000 Ger-
man companies and over 1.5 million companies world-wide. In many cases standard-
ized HCSs coexist with company-specific ones that have a similar number of categories 
and hierarchical levels. Consequently, new products have to be continuously classified 
into different hierarchical classification systems. 

Product data is of central importance in retail companies. There are companies hav-
ing millions of product data records. Correct assignment of products to an HCS has a 
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decisive influence on data quality, the execution of business processes and on a seam-
less data exchange between business partners. Consequently, consistent (re)classifica-
tion between different HCSs is a complex, time-consuming and error-prone task, which 
must often be performed manually. Due to the large number of categories it is difficult 
to classify the products consistently. It is therefore necessary to identify and correct 
misclassifications.  

In addition, to reduce the effort required for the classification, there are numerous 
approaches for automatic classification based on machine learning. The typical data 
science project can be described by an iterative process encompassing the steps busi-
ness and data understanding, data exploration and cleaning, modeling and deployment. 
Widely-used process models are the cross-industry-standard for data mining [3] or Mi-
crosoft’s Team Data Science Process [4]. Modeling encompasses feature engineering, 
model training and evaluation. For all these steps a plethora of software and libraries is 
available. Metrics like precision, recall or F1-score can summarize the model quality in 
a few numbers but understanding the results that way and learning from incorrectly 
classified products is very time-consuming. Confusion matrices are also often em-
ployed to visually determine systematic misclassifications at a glance. Keeping in mind 
that a HCS may have thousands of different classes at the lowest level, though, the 
resulting confusion matrix has several million entries and is not easy to interpret. For a 
retail company a tool which allows to interactively explore a HCS and the predicted 
classes would be a valuable tool. 

Consequently, we propose a workbench which provides an interactive graphical user 
interface (GUI) for exploratory product data analysis, identifying classification errors 
and model evaluation taking into account the structure of a HCS and supplying statis-
tical insights using dendrograms, tree maps and box plots at the different levels of an 
HCS, for example. It also features a machine learning module to (re)classify products 
on the fly according to the underlying HCS. To summarize the workbench supports the 
process of the manual and automatic product classification based on several hierar-
chical classification systems. 

2 Related Work 

Much research is undertaken in the field of product classification with machine 
learning - a recent and comprehensive comparison of classification algorithms can be 
found in [5]. 

Sun et al. suggests a hybrid algorithm called Chimera. A mix of crowd outsourced 
manual classification, machine learning and data quality is used in addition to rules 
formulated by in-house analysts [6]. Based on product name, product description and 
several other attributes, several tens of millions of products are classified into more than 
5000 categories. Ha et al. suggest a deep learning-based strategy employing multiple 
recurrent neural networks (RNNs) [7]. In addition to the product name, brand, 
manufacturer and the top level category – all in Korean - are used. The data consists of 
more than 94 million products with 4016 low-level categories.  
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Several classification methods on a hierarchical data set of product descriptions are 
studied by Ding et al. [8]. A hierarchical classification approach using the UNSPSC 
categories leads to a significantly worse result, contrary to intuition. Cevahir and Mu-
rakami present a classification model assigning products to one of 28.338 possible cat-
egories on a five-tier taxonomy using 172 million Japanese and English product names 
and descriptions [9]. The model combines deep belief nets, deep auto-encoders and k-
Nearest Neighbour-classification (kNN). In [10] the authors present a classification 
model for GPC categorized products using partially abbreviated German product names 
only. 

 
In summary, we can say that the field of automatic classification using machine 

learning is highly topical. Often hierarchical classification systems are considered, 
which contain thousands of categories at the lowest level. There are numerous models 
whose quality is also influenced by the field of application. Consequently, the develop-
ment of suitable models in practice requires an intensive evaluation and optimization. 
Furthermore, the models must be continuously monitored in their practical application. 

Often an evaluation is only carried out at the lowest level of a classification system. 
However, for the systematic evaluation of models it is advantageous to consider the 
entire hierarchical structure of a classification system. 

Our proposed workbench could be a step to optimize the model by explicitly analyz-
ing the results with respect to the special structure of an HCS. 

 
Several software options for big data visualization exist for commercial use. Usually, 

a company using an ERP system like SAP2, builds its own specific add-ons using what 
options the ERP system provides for customization. A visual exploratory analysis of 
differenct product classifications is only possible to a limited extent. 

Beside full-fledged software solutions, numerous frameworks for building custom 
applications exist. Dash Open Source3 is a Python-based open source framework for 
building machine learning and data science web apps. While it supports integrated clas-
sification the user has to program the actual application for himself. The focus of the 
JavaScript framework D3.js4 lies on complex interactive web graphics applications. It 
can also be used with languages like R and Python, but does not provide classification 
algorithms. As with Dash, the user is required to implement what he wants on his own. 

In sum we found no ready-to-install software dedicated to visualizing and manipu-
lating hierarchical product data, especially not with added machine learning based clas-
sification capabilities. We see the express need of retail companies for such a work-
bench, though, which in our opinion is crucial for the successful utilization and high 
acceptance of automatic classification in practice. 

                                                           
2 1 https://www.sap.com/germany/industries/retail.html (last accessed 03.08.2020) 
3 3 https://plotly.com/dash/ (last accessed 03.08.2020) 
4 4 https://d3js.org/ (last accessed 03.08.2020) 
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3 Hierarchical classification workbench 

 
Fig. 1. Schematic overview of the proposed workbench 

The main functional modules of the workbench are shown in figure 1. As input the 
workbench needs at least one hierarchical classification system (HCS A) and a set of 
classified product data. If the comparison of classification systems is desired a second 
classification system (HCS B) is also a required input. Using ML methods, the work-
bench outputs the product items reclassified according either to HCS A or HCS B. If 
the quality of a classification model is to be evaluated, HCS A and HCS B are identical. 
At the moment the (re)classification modules have been developed as a stand-alone 
software, but not yet been integrated into the workbench prototype. 
 
3.1 Data exploration functions 

Classification system and product set exploration 
 
Our workbench utilizes diagrams for visual analysis to detect misclassified products 

in a data set. First basic information about the HCS itself is provided regarding the 
number of hierarchy levels, the amount of different categories for each level and the 
number of products in the data set. If more than one HCS is given, the number of prod-
ucts belonging to the same category in both HCSs is determined. In a second step, the 
distribution of the categories on each hierarchy level can be investigated. To this end, 
an interactive dendrogram picturing the hierarchical structure of the HCS can be gen-
erated in order to provide a first visual aid for further analysis (fig.2). With the help of 
tree maps and heat maps the distribution of products to the HCS can be visualized. This 
allows to identify unbalanced categories of the HCS regarding the data set. If a specific 
category contains only a few products compared to other categories, this could cause 
the corresponding training data for the subsequent model training to be unbalanced. As 
a consequence, the prediction quality for this category will degrade. Using our work-
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bench, these imbalances can be detected and mitigating actions taken before the pre-
diction model is trained. Additional product data from external data pools could be 
requested or oversampling algorithms employed to counter the imbalance of the spe-
cific categories. 

 
Fig. 2. Section of an interactive dendrogram of a hierarchical product classification as provided 
by the workbench. Dots denote categories where all (green), some (orange) or no (red) sub-cat-

egories contain at least one product. 

Product set comparison exploration 
 

The workbench supplies a comparison exploration module to compare two different 
HCSs in order to detect and identify misclassified products (fig. 3). It has to be kept in 
mind, that either of the two HCSs may contain misclassified products and that a seem-
ingly wrong predicted classification according to HCS A could also mean that the clas-
sification of HCS B is already wrong. These errors can and do happen with real-world 
data. For example, the classification of a product p according to HCS B is suspect if a 
high proportion of the products that belong to the same category as p in HCS A belong 
to another category in HCS B. To identify these products and to check their classifica-
tion is important since the ML model is based on the assumption that all products in the 
training data set are correctly classified. A model based on erroneous data usually de-
livers inferior results.  
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Fig. 3. Graphical user interface showing the comparison of two classifications based on a heat 

map. The hierarchical level can be selected by the user. 
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3.2 Classification functions 

ML Model for multi-level classification 
 
One of the main advantages of the workbench is the integrated module for interactive 
multi-level classification of products. It is planned that the user will be able to call the 
module from the dendrogram view of the workbench and classify a product on the fly. 
Depending on the company-specific classification system the user employs, different 
pre-trained models can be added. 
The prototype of the workbench has an integrated machine learning model for multi-
level classification of products according to the Global Product Classification (GPC) 
standard, based on the results of [10]. To measure the model performance we use the 
weighted metrics precision (PrWg), recall (ReWg ) and F1 score (F1Wg). These weighted 
versions explicitly take the multi-class structure of a product data set into account by 
computing a weighted average of the respective micro and macro metrics. This makes 
it possible to calculate the metrics at different hierarchical levels and to identify main 
categories, categories or sub-categories where the quality of the model is insufficient. 

Control and Optimization of ML models 
 

The usual quality metrics model evaluation are accuracy, precision, recall and F1-
score, which only assess the quality, but do not provide explanations why the model 
performs as it does. In multi-level classification a confusion matrix is often used for 
deeper model evaluation. However, it only shows the distribution of the products of a 
given category to all possible categories and does not take into account that the catego-
ries themselves are ordered hierarchically. If a product is not predicted correctly on a 
given category, it nonetheless may be correct regarding the next higher hierarchical 
category level. This would be a less grave misclassification than predicting a wrong 
category within an also wrong overlying category. We define the severity of such an 
error according to the hierarchy level on which the error first starts. For GPC with four 
hierarchy levels, a product with a wrongly predicted category on brick level, but correct 
on class level is called a “level 4 error”. If the product classification is also wrong on 
class level, but correct on family level it is a “level 3 error” and so on (fig. 4). 

In addition our workbench offers heat maps to show the products and their predicted 
classification embedded in the overall hierarchy. The user has the possibility to list all 
misclassified products and to correct their classification manually. Figure 5 shows an 
example where the product “Breaded cauliflower” belonging to the category “Vegeta-
bles – Prepared/Processed (Frozen)” has been wrongly assigned to the category “Veg-
etables – Unprepared/Unprocessed (Frozen)”. The workbench shows this error by col-
ouring the product in red. Following the hierarchy levels up one can see that the classi-
fication has already failed on family level and is thus a level 2 error. 
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Fig. 4. Prototype of the user interface for bulk product classification. The number of wrongly 

classified products regarding the hierarchy level on which the products become correctly classi-
fied are displayed.) 

 

 
Fig. 5. Predicted / correct GPC brick (level 2 error) 
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 (Re)classification of products 
 
The option to (re)classify a product by its name is one of the main advantages of the 

proposed workbench. Usually a company uses not only its own custom classification 
system but is forced to handle also the classification systems its suppliers use. Import-
ing product data from a supplier’s data pool necessitates a reclassification into the com-
pany classification system. This is often done manually or using mapping tables, both 
error-prone or time-consuming methods. The proposed workbench offers the option to 
classify a product according to a given classification system by entering the product 
name into a field. The integrated ML model returns a suggestion for the appropriate 
classification regarding the desired classification system. A protoype of this function-
ality is shown in figure 6. 

 
Fig. 6. Prototype of the user interface for on-the-fly classification for single products using the 

product name providing the three predictions with highest probability (Top 3) 
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4 Conclusion 

The proposed workbench is especially designed to support the exploratory analysis of 
product data classified according to a given hierarchical classification system, the com-
parison of different product classifications to identify errors and inconsistencies and the 
evaluation of machine learning models for the automatic classification of products. It 
supports the whole machine learning pipeline for product classification in an integrated 
environment. We expect that the usage of the workbench will significantly accelerate 
and simplify the model evaluation process in practice. 

Preliminary evaluation in a major German retail company has been met with success. 
The workbench was tested on 40.000 products classified according to both a company 
specific classification system and to GPC managed by an ERP system. Especially, the 
use of heat maps to compare the product classification at different levels showed hith-
erto undetected errors in the current classification and was greatly appreciated. The 
visualization with interactive dendrograms also served to analyze problems in the ex-
isting data base. All these features were not available in the company’s ERP system but 
were much valued by the customer. 

5 Outlook 

Our next step is to integrate all of the already developed ML components into the 
workbench and to add the option to interactively assign the correct classification to the 
wrongly classified product directly in the training data set using the dendrogram view. 
After error correction, the machine learning model can be retrained to improve the clas-
sification quality. Using the workbench, users can then monitor the results of the auto-
matic classification. In doing so we hope to increase the acceptance of machine learning 
methods for automatic product classification in practical applications.  

We also plan to evaluate the complete workbench thoroughly with a another major 
retail company in order to ready it for actual deployment in a productive environment. 
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