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Abstract. The possibilities of increasing the likelihood of timely service and re-

ducing the average waiting time for requests for inter-machine exchange in dis-

tributed real-time computer systems are investigated. The analyzed effect is 

achieved as a result of redundant multi-way transmissions of packets that are crit-

ical to delays, which provide for the replication of transmitted packets with the 

task for each replica of the path (route) of the sequential passage of network 

nodes. The condition for the timeliness of the reserved transmissions is that the 

accumulated waiting in the queues of the nodes making up the path, at least for 

one of the replicas, does not exceed the maximum permissible time. An analytical 

model is proposed for estimating the average delays of multi-path redundant 

transmissions, when determined by the average delivery time of the first of the 

replicas transmitted in different ways. For requests critical to service delays, the 

influence of the frequency of reservation (replication) of requests on the proba-

bility of their timely service and the average waiting time accumulated at the 

nodes of the path for the replica delivered first was analyzed. 

Keywords: Reservation, Multipath Transfers, Real-time, Average Waiting 

Time 

1 Introduction 

Currently, great interest is shown in ensuring reliability and low latency in data ex-

change networks, these tasks are being addressed, including in the framework of the 

concept of Ultrareliable and Low-Latency Wireless Communication [1-4]. The need to 

ensure these requirements for distributed processing and data transfer systems, 
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including real-time images, is key. The problem of ensuring reliability and security is 

an acute problem for the currently developing cyberphysical systems [5,6]. 

To reduce the average transmission delays in the network allows transport coding 

[7, 8], in which the message is fragmented with the transfer of fragments along different 

routes. As a result of encoding fragments with distortion or non-delivery of their parts, 

the message can be restored, which allows to reduce the costs associated with organiz-

ing retransmissions of undelivered fragments (but requires complicating the processing 

process associated with decoding and restoration of the message). 

To reduce the negative impact of failures on the continuity of the computing pro-

cess, reconfiguration is aimed at combining it with the migration of virtual machines 

[9,10] in cluster data processing systems [11,12] and multi-path routing in networks 

[13,14]. Both of these technologies provide for the creation of reserve resources in order 

to quickly restore functioning during reconfiguration after failures. So with multi-path 

routing, the main and backup paths (routes) of data transmission are prescribed. After 

failures of the nodes of the main path, switching to a predefined backup path is carried 

out. 

To reduce the average transmission delays in the network allows transport coding 

[7, 8], in which the message is fragmented with the transfer of fragments along different 

routes. As a result of encoding fragments with distortion or non-delivery of their parts, 

the message can be restored, which allows to reduce the costs associated with organiz-

ing retransmissions of undelivered fragments (but requires complicating the processing 

process associated with decoding and restoration of the message). 

To reduce the negative impact of failures on the continuity of the computing pro-

cess, reconfiguration is aimed at combining it with the migration of virtual machines 

[9,10] in cluster data processing systems [11,12] and multi-path routing in networks 

[13,14]. Both of these technologies provide for the creation of reserve resources in order 

to quickly restore functioning during reconfiguration after failures. So with multi-path 

routing, the main and backup paths (routes) of data transmission are prescribed. After 

failures of the nodes of the main path, switching to a predefined backup path is carried 

out. 

A feature of the transmission of images in real time is the provision of delays in 

their delivery that do not exceed a certain maximum permissible value, as well as the 

fight against the spread of transmission delays (jitter) and their errors, which signifi-

cantly reduce the reliability of communication and the quality of image perception, in-

cluding video streams. To combat transmission errors, various methods are used, the 

main of which are noise-immune coding and retransmission schemes, however, the lat-

ter lead to an increase in delays, which leads to the use of protocols in real time without 

confirmation of delivery, increasing the timeliness of image transmission by reducing 

it reliability. 

Real-Time Transport Protocol (RTP) and Resource Reservation Protocol (RSVP) 

are aimed at ensuring timely transmissions. RTP supports the timely delivery of data in 

real time to one or more subscribers. RSVP allows you to reserve network resources 

for the required quality of real-time transmissions over the RTP protocol. 

Taking into account the specified specificity of image transmission, its quality is 

characterized by such indicators as average delivery delays, variance of delivery delays, 
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delivery probability, taking into account bit errors of transmissions. For real-time trans-

missions, the key quality indicator is the probability of delivery within the maximum 

allowable time. 

Reliability and timeliness of query execution in a redundant information and com-

munication system (server cluster or switching nodes) can be improved as a result of 

redundant service of copies (replicas) of requests with the issuance of one completed 

copy (for example, the first issued in time) [15,16]. 

Multipath backup service, provides for replication of requests) with the task for each 

replica of the path (route) of the sequential passage of nodes, systems [15]. 

The concept of ensuring the timeliness and reliability of the service under consid-

eration is based on multi-path routing technologies [13,14], multicast transmissions, 

and broadcast services [17], dynamic query distribution [18, 19] and clustering [20]. 

The condition for the success of redundant transmissions is that the accumulated 

total waiting in the queues of the nodes making up the path does not exceed the maxi-

mum permissible time for at least one of the copies. The quality indicator of real-time 

transmission systems is the probability of timely service of requests for inter-machine 

exchange and the average time of implementation of such an exchange [15]. 

The purpose of the article is to create an analytical model for estimating the average 

delays of multi-path redundant transmissions through a sequence of nodes that make 

up the paths when determining the required time for delivery of the first of the replicas 

transmitted over different paths. 

The developed model is designed to assess the effectiveness and determine the fea-

sibility of redundant multi-way transmissions depending on the frequency of their res-

ervation, the intensity of the flow of requests and their criticality to delays in the queues 

of nodes making up the reserved paths. Similar problems must be solved in the model-

oriented design of distributed computer systems [21-23], which function in real time, 

including distributed image processing and image streaming. 

2 Multipath Redundant Transmission Model  

Consider a system in which k replicas are created when generating requests for the 

transmission of a packet through the network. For each replica, the path of sequential 

passage of m network nodes is registered. All paths include the same number of nodes. 

When assigning a node to be included in the i-th path, one of the ni nodes is selected. 

We represent the nodes of the infocommunication system as single-channel queuing 

systems with an infinite queue of type M/M/1 [24, 25]. To simplify the model, we as-

sume that the i-th nodes of all paths are identical as queuing systems. 

Taking into account the fact that when passing a certain replica of the next node 

included in the path, the margin of the acceptable waiting time decreases on average by 

the total average waiting time in the queues of the previous nodes, the probability of 

timely delivery when passing all m nodes of the path specified for the replica will be 

calculated as 
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where vi is the average transmission time of the packet replica of the i-th node of the 

path, t0 -maximum allowed total waiting time for query replicas in the list of all nodes 

on the path, Λ is the intensity of the input stream of requests for packet transmission, 

kΛ is the intensity of the reserved input stream of requests for transmission of packet 

replicas, 
j jk n =  is the intensity of the stream of requests arriving at the j-th node, 

and wj is the average timeout for request replicas in it. 
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The probability of not exceeding the permissible travel time t of all m nodes of the 

path, at least for one of the k replicas, provided that the number of nodes included in all 

the paths and their characteristics are the same, we calculate as  

1 (1 )kR P= − −
 

The average delays of multi-path redundant transmissions through a sequence of 

communication nodes that make up the paths when determining the desired time for the 

first replica delivered from different paths in time 
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3 Calculation of the Probability-Time Characteristics of 

Redundant Transmissions  

In the calculations, we will assume that the average request service time at each node 

is v = 0.1 s, and the maximum allowable total waiting time in the queues of all nodes 

making up the path is t0 = 0.5 s. 

In Fig. 1 shows the dependence of the probability of timely reserved service on the 

intensity of the input request stream Λ, and Fig. 2 on the multiplicity of reservation 

requests. In Fig. 1, with the reservation factor k = 1, 2, 3, curves 1-3 correspond to the 

path passing through m = 5 nodes, and curves 4-6 through m = 10 nodes. In Fig. 2, 

curves 1-5 represent the intensity of the input request stream Λ = 500, 600, 700, 900, 

1000 1/s, respectively, at m = 10. The calculations were performed for ni = n = 5 nodes. 

The presented calculations confirm the existence of an optimal multiplicity of 

packet reservation critical to the total delay in the queues of the nodes transmitting 

them. It can be seen from the graphs that with a reduced load on the system, the recom-

mended multiplicity of reservation of critical to expect packets, at which the maximum 

probability of timely delivery of at least one of the packet replicas is achieved, in-

creases. 
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In Fig. 3 shows the dependence of the average total waiting time in queues of nodes 

included in the path, counted until the first replica is delivered along one of the paths, 

on the intensity of the input request stream Λ. Fig. 4 shows the dependence of the indi-

cated time on the multiplicity of reservation requests. In Fig. 3, when the request reser-

vation ratio is k = 1, 2, 3, curves 1-3 correspond to the path passing through m = 5 

nodes, and curves 4-6 through m = 10 nodes. In Fig. 4, curves 1–5 correspond to path 

lengths equal to m = 9, 10, 11, 12, 15 nodes at an input request stream intensity Λ = 1 

(1/s). The calculations were performed for ni = n = 5 nodes. 

 

 

Fig. 1. Dependence of the probability of timely reserved service on the intensity of the input re-

quest stream 

 

Fig. 2. The dependence of the probability of timely redundant service on the frequency of reser-

vation requests 
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Fig. 3. Dependence of the average total waiting time on the intensity of the input request stream 

 

Fig. 4. Dependence of the average total waiting time on the frequency of reservation of requests 

The established dependencies confirm the existence of an optimal multiplicity of reser-

vation critical to the total delay in the request queues. The graphs show that with a 

decrease in the system load, the recommended redundancy rate at which the maximum 

probability of timely service and the minimum total average wait time in queues of 

nodes counted until the first replica is delivered along one of the paths is increased. 

4 Conclusion 

For multi-path redundant transmission systems, an analytical model is proposed for es-

timating the average total waiting time, counted until the first replica is delivered along 

one of the paths. 

For requests critical to delays in queues, the influence of the frequency of reserva-

tion (replication) of requests on the probability of their timely service and on the aver-

age total delay in waiting for delivery of the first replica of time is analyzed. 

The existence of an optimal multiplicity of reservation critical to the total delay in 

the request queues is shown. 
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