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Abstract  
The use of artificial intelligence tools is one of the areas of development of medical diagnostics 

in its various fields. This paper is devoted to the study of the current state of development of 

Probabilistic Neural Network and its modifications in medical diagnostics. The authors 

conducted a systematic literature review over the past 5 years using the Scopus database. It has 

been established a significant increase of the interest for this ANN type, which is confirmed 

by the constant growth of publications in the Scopus database on this topic. The PNN topology 

is presented, the procedure of its functioning is described. Two algorithms for generating the 

output signal of neural networks of this type are described. The PNN operation is modeled 

using both algorithms based on the short sample of real medical data. The seminal quality 

prediction task was solved. A significant increase of the accuracy of PNN operation using an 

algorithm that describes the complete system of events has been demonstrated. The high 

accuracy of PNN operation based on Accuracy, Precision, Recall and F-measure has been 

demonstrated by comparison with existing classifiers (based on machine learning algorithms 

and artificial neural networks). Prospects for further research on the development of this ANN 

type, in particular for the construction of hybrid computational intelligence systems based on 

it, are described. This approach will significantly increase the accuracy of such systems with 

satisfactory time results of their work. 
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1. Introduction 

Among the main problems of modern health care is a clear tendency to increase the risk of various 

diseases that occur for various reasons. This is due to modern lifestyles, bad habits, the environmental 

situation in a particular region, constant levels of stress, etc. [1]. This situation is typical for different 

areas of medicine [2], [3] and covers various stages, from determining the likelihood of the disease, the 

need for express diagnosis and to the predictions of the consequences of various operations or different 

types of treatment. 

Timely and correct diagnosis can reduce the potential harm to health and sometimes the threat to 

human life, in particular by establishing the optimal method of treatment. Given the different 

characteristics of each person's body, a large number of test results, the complex, not at all obvious 

relationships between them [4], a number of external factors, etc., it is sometimes difficult for young 

practitioners to make a timely and correct diagnosis. However, experienced doctors sometimes need an 

outside look too. In particular, if it is necessary to assess the patient's condition by specialists in various 

fields of medicine (for example, preparation for surgery - a cardiologist, anesthesiologist, surgeon, etc.). 
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The practice of consultations of doctors who meet and discuss the condition of each patient avoids a 

number of problems. However, this is not always possible.  

The use of artificial intelligence tools looks like perspective area of development of medical 

diagnostics in various fields of medicine [5]. The fast development of machine learning tools and 

artificial neural networks, IoT-based devices, as well as the computing power of modern computers 

allows solving complex medical problems with scientific and resource-intensive methods [6]. Systems 

on such basis [7] can be an additional, fairly reliable source [8] of information for the practitioner, in 

particular during the diagnosis or treatment of the patient. 

In the case of processing the short datasets, the use of artificial neural networks, in particular without 

training, looks perspective from our point of view. Therefore, the aim of this paper is to investigate the 

effectiveness of the use of PNN in medical diagnostics. In particular, we have considered various 

algorithms for generating the output signal by a neural network of this type. 

2. Related works 

This section presents the results of the review and analysis of the current state of development of 

Probabilistic Neural Network (PNN), and ways of their practical application to solve applied diagnostic 

problems in various fields of medicine. 

The methodology of searching for scientific sources on this research topic corresponded to the 

PRISMA scheme. The Scopus database was chosen as a tool for searching scientific publications. Fig. 

1 shows our search query for searching the scientific papers for the period of 2016-2020. 

 

 
Figure 1: Query for searching the scientific papers in the Scopus database 

 

A number of articles were selected based on our search query that meets the specified criteria. The 

results of the initial analysis of the selection of 29 published papers for the last five years, as well as 

143 citations to these works are shown in Fig. 2. 
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Figure 2: Data from the Scopus database as of 29.10.2020: a) the number of papers on the research 
topic; b) the number of citations for these papers. 

 

As can be seen from Fig. 2 a, the number of published scientific papers on the stated topic has 

increased every year, which indicates the relevance and scientific value of such research. In addition, 

the number of references to these works (Fig. 1b) has grown rapidly from year to year, which suggests 

a wide interest and practical significance of such searches. 

The results of the analysis of literature sources obtained based on the search in the Scopus database 

are summarized in table. 1. 

 

Table 1 
The results of the systematic literature review according to the PRISMA scheme 

№ Task Computational intelligence 
tools 

Area of 
medicine 

Reference 

1 Prediction of acute clinical 
deterioration after coronary 

artery bypass grafting 

Recurrent PNN & hidden 
Markov model 

cardiology [9] 

2 Predicting the risk of cancer Naive Bayesian classifier & 
PNN 

oncology [10] 

3 Detection of the level of 
fatigue 

Wavelet-transformation & 
PNN 

cardiology [11] 

4 Determination of renal 
calculus on the ultrasound 

image 

Recurrent PNN nephrology [12] 

5 Early diagnosis of 
tuberculosis 

Invariant moments & PNN pulmonology [13] 

6 Early diagnosis of 
pneumothorax, 

pneumoconiosis and 
emphysema 

Texture segmentation & 
PNN 

oncology [14] 

7 Early diagnosis of lung 
cancer 

Texture segmentation & 
PNN 

pulmonology [15] 

8 Diagnosis of diabetes Correlation features & PNN endocrinology [16] 
9 Diagnosis of heart disease Sobel's method & PNN cardiology [17] 

10 Early diagnosis of lung 
cancer 

Sobel's method & PNN pulmonology [17] 

11 Classification of arrhythmia 
based on eight states of 

heartbeat 

Wavelet-transformation & 
PNN 

cardiology [18] 

12 Diagnosis of ovarian cancer k-means & PNN oncology [19] 

2016
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13 Diagnosis of ovarian cancer SVM & PNN oncology [19] 
14 ECG classifications Wavelet-transformation & 

PNN 
cardiology [20] 

15 Diagnosis of dementia Vector quantization network 
& PNN 

neurosurgery [21] 

16 Predicting the survival of 
patients with cervical cancer 

PNN oncology [22] 

 

As can be seen from the results of the analysis, the Probabilistic Neural Network and its 

modifications are widely used to solve many diagnostic tasks in various fields of medicine. The 

combined methods, which are based on the work of this ANN type, acquire practical value. In this 

paper, we investigate two algorithms for its implementation that will affect the accuracy of both the 

actual probabilistic ANN and combined diagnostic methods based on it. 

3. Materials and methods 

This section describes a set of data that was used for the practical implementation of the studied 

methods. In addition, the procedure of preparation and use of neural networks of this type is described, 

as well as two algorithms for their implementation, which significantly affect the accuracy of PNN. 

3.1. Dataset 

A dataset from [23] was used to study the operation of PNN algorithms. The task was to determine 

seminal quality based on data from 100 patients. The independent variables are season in which the 

analysis was performed; age at the time of analysis; childish diseases; accident or serious trauma; 

surgical intervention; high fevers in the last year; frequency of alcohol consumption; smoking habit;  

number of hours spent sitting per day. The output variable is the diagnosis: normal or altered. 

Detailed information on the information collection procedure, the main characteristics of the data 

set and the attributes used for the simulation are given in [24]. 

3.2. Different PNN algorithms 

Probabilistic neural network (Fig. 3), developed by Donald F. Spech, is widely used to solve 

classification and pattern recognition tasks through a quick and simple learning procedure. However, 

this topology of artificial neural networks is also characterized by several disadvantages, including large 

time delays in the application mode, low accuracy and dimensionality of the structure, which depends 

on the size of the prepared sample. That is why, depending on the chosen algorithm, its implementation, 

etc., this neural networks type can be quite time- and resource-intensive. 

Let's consider the sequence of functioning of the PNN to solve the classification task in the case 

of two classes: 

1. Suppose a sample of data from к+m vectors is given. Let к vectors from the sample  
1

, jiX , 

where i=1,…, к is the number of the vector, j=1,…, n is the number, the components of the vector 

represent the first class of objects to be classified; all other m vectors that do not belong to class 1, 

belong to class 2. The inputs of the neural network receive the input vector jX , which must be 

classified, ie it is necessary to determine the probability of its belonging to class 1. 

2. We calculate the Euclidean distances from the input vector to all vectors of the preparation 

sample 1 і 2: 
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Figure 3: PNN topology for two classes 

 

3. We pass from them to Gaussian distances: 
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where  – smooth factor. 

4. The probability of belonging of the input vector to class 1, according to the classical version 

of the ANN is calculated by the formula: 
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However, the ANN according to this variant (algorithm 1) does not describe the complete system 

of events. 

Let's consider another variant of calculation of an output signal of ANN of this type: 
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In this case (algorithm 2), P(1)  does not always exceed 1, because the sum of Р(1)+Р(2) =1. 

Let's make an experimental comparison of the accuracy of both of the above algorithms 

4. Modeling, results and comparison 

Experimental investigations of both PNN algorithms were based on preparatory and test data 

samples. It was formed from the main dataset by randomly dividing the sample into a ratio of 70% to 

30%, respectively. 



The authors have developed a software implementation [25], [26] of the studied algorithms in 

Python. The comparison was based on the existing software implementation of computational 

intelligence methods with the scikit-learn librarian [27]. 

The parameters of the computer on which the modeling took place are as follows: Windows 64, Intel 

i7, 8GB RAM, 500GB HDD. 

In fig. 2 in the form of two curves, different values of accuracy indicators at the change of smooth 

factor on an interval [0.01,3], 0.01     for both investigated algorithms of PNN realization are 

resulted. It should be noted that the experiment was performed for the interval [0.01,10], 0.01   

. However, since no increase in the value of each of the indicators , 3    was observed, the graph 

shows the value of the accuracy indicators at 3  . 
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d) 

Figure 2: Changing the accuracy indicators for classifiers based on the first and second algorithm of 

PNN realization when changing the smooth factor on an interval [0.01,3], 0.01    : a) Accuracy; 

b) F-measure; c) Precision; d) Recall. 
 

As can be seen from all four graphs of Figs. 2, the second PNN implementation algorithm, which 

describes a complete system of events, provides the highest accuracy (green line), except for the 

Precision indicator. Given the fact that the overall accuracy of the classifier based on this algorithm 

shows higher accuracy at any values   (Fig. 2 a), it should be used in the practical application of PNN 

to solve applied diagnostic problems in medicine  

Table 1 summarizes the optimal values of the accuracy indicators and the corresponding value of 

the smooth factor for both PNN implementation algorithms. It should be noted that they are selected at 

intervals [0.01,10], 0.01     based on the highest Accuracy value. 

The results of the considered algorithms were compared with the work of known classifiers, based 

on machine learning algorithms and artificial neural network. The results of this comparison in the form 

of accuracy indicators for training and testing modes are summarized in table 2. 

Table 1 
Accuracy indicators for different PNN algorithms 

№  Accuracy Precision Recall F-measure 

Algorithm 1 0,04 0,83 0,862 0,96 0,91 
Algorithm 2 0,64 0,87 0,867 1 0,93 

 

As can be seen from Table 2, the largest error is shown by Logistic Regression. Algorithms based 

on decision trees as well as a multilayer perceptron show almost the same, quite acceptable in the field 

of medicine results. The only exception here is ExtraTreesClassifier, which works at the same level of 

accuracy as PNN using the first algorithm. The most accurate results are shown by the SVM and PNN 

(based on the second algorithm). 

Table 2 
Comparison with other classificators 

№ Method Train accuracy Test accuracy 

1 LogisticRegression 0.75 0.6 
2 DecisionTreeClassifier 1.0 0.8 
3 RandomForestClassifier 1.0 0.8 
4 MLPClassifier 1.0 0.8 
5 ExtraTreesClassifier 1.0 0.83 
6 PNN (1st algorithm) - 0.83 
7 SVC 0.88 0.87 
8 PNN (2nd algorithm) - 0.87 

“-”denotes that algorithm doesn’t require any training procedures 
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However, among the advantages of the latter classifier are the following: 

 lack of training procedure; 

 the need to configure only one parameter; 

 the ability to present the result in the form of probabilities of belonging to each class, which 

describe the full system of events. 

In the field of medicine, where the accuracy of the method can significantly affect human health and 

life, the latter advantage is exceptional. It provides the doctor with additional information that, in 

combination with his experience, will help to make an accurate diagnosis or treatment. In general, the 

construction of integrated information systems based on PNN for medical diagnostics will provide the 

necessary support for young professionals [28]–[30]. The use of machine learning tools [31] or the latest 

developments in the field of artificial neural networks [32] will provide an opportunity to reduce the 

time and material resources [33] of diagnostics in various fields of medicine. 

5. Conclusion 

The paper reviews and analyzes the current state of development of Probabilistic Neural Network in 

the field of medical diagnostics for the last 5 years using Scopus database. The results of such analysis 

are given. The procedure of using this ANN type for solving the classification task is described, the 

topology of this computational intelligence tool is given. PNN simulation was performed while solving 

the seminal quality prediction task. A real set of small data was chosen for modeling. 

A number of experimental studies have been carried out to determine the accuracy of various 

algorithms for generating the output signal of PNN. It is experimentally established that algorithm 2, 

which describes the complete system of events, provides higher accuracy when changing the values of 

the smooth factor. By comparison with existing classifiers based on machine learning algorithms, high 

accuracy of PNN  is experimentally established.  

Among the prospects for further use of the results of this study should be noted the possibility of 

using PNN outputs based on the second algorithm to expand the independent features of each of the 

vectors of the medical data set of a particular field of medicine. Further processing of extended data 

sets by machine learning methods will increase the accuracy of diagnostic processes of various diseases. 

The theoretical justification for such an approach is the consequences of Kover's Theorem. 
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