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Abstract. Petri net synthesis is the task of finding a Petri net N for a
given transition system (TS) A that implements A, i.e., N is an (exact
net) realization, a language-simulation or an embedding of A according to
N ’s degree of accuracy. Regardless of the sought implementation, there
is not always a solution. Label-splitting converts a non-implementable
TS A into an implementable one by giving edges with the same label
now different labels. Since increasing the number of labels increases the
complexity of the net synthesized, it is desired to keep the number of split
labels small. This means that label-splitting can be considered as decision
problem that asks for a given TS A and natural number κ whether there
is an implementable TS B with at most κ labels that is derived from A
by splitting labels. Recently, Schlachter and Wimmel (2020) [18] showed
that this problem is NP-complete if an embedding is sought. In this paper,
we show that this remains true if A is 2-bounded, i.e., every state has at
most two incoming and two outgoing edges, and that this bound is tight.
Schlachter and Wimmel also alleged that label-splitting aiming at exact
realization is NP-complete. In this paper, we prove this conjecture and
show that label-splitting aiming at language-simulation or realization is
NP-complete even if A is 1-bounded.

1 Introduction

Petri net synthesis [2, 3, 5, 6] is the task of finding a Petri net N for a given
transition system (TS) A that implements A, i.e., N is an (exact net) realization,
a language-simulation or an embedding of A according to N ’s degree of accuracy.

Synthesis of Petri nets has applications in many areas like extracting concur-
rency from sequential specifications like TS and languages [4], process discovery [1],
supervisory control [14] or the synthesis of speed independent circuits [12].

However, regardless of the implementation sought, there is not always an
implementing Petri net. In this case, Label-splitting [3, 11, 17] is an option, i.e,
converting a non-implementable TS A into an implementable one by giving
edges with the same label now different labels. Label-splitting has been originally
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introduced in [10] for the synthesis of 1-bounded Petri nets and was extended to
k-bounded Petri nets by the same authors in [9]. The corresponding heuristics
have been implemented in the synthesis tool Petrify [12]. In [8], a novel view
of the label-splitting techniques of [9, 10] has been shown, relating them to some
NP-complete problems like chromatic number and weighted set cover. In process
mining, label-splitting is used to handle imprecise labels of event-logs to allow
better fitting models instead of strongly over-approximating ones [15, 16]. Other
applications of label-splitting can be found in [19], where it supports synthesis to
get concise representations of service compositions, exhibiting concurrency.

Label-splitting is a powerful transformation that always guarantees an imple-
mentable TS. In fact, an exact implementation is possible at the latest when every
edge of the resulting TS is labeled differently. However, increasing the number of
labels split, increases the complexity of the net derived and yields an over-fitting
model. For applications in process-mining, this prevents users from getting a
better insight about the behavior of the process [16]. Thus, it is desired to keep
the number of labels split as small as possible. This means that label-splitting
can be considered as an optimization problem that consist of converting A into
an implementable TS that has as few labels as possible. Equivalently [18], in this
paper, we understand label-splitting as decision problem that asks for a given TS
A and natural number κ whether there is an implementable TS B with at most
κ labels that is derived from A by splitting labels.

In [18], it has been shown that label-splitting is NP-complete if an embedding
is sought. The presented reduction can be modified, such that the resulting TS is
3-bounded, i.e., every state has at most three incoming and three outgoing edges.
In this paper, we strengthen this result and show that label-splitting aiming at
embedding remains NP-complete if A is 2-bounded, and that this bound is tight.

In [18], it is also conjectured that label-splitting for realization is intractable.
In this paper, we prove this conjecture and show also that label-splitting for
language-simulation and (exact) realization is NP-complete even if A is 1-bounded.

We obtain all of our NP-completeness results by reductions from the vertex-
cover problem on cubic graphs, which will be introduced in Section 3.

This paper is organized as follows. Section 2 introduces necessary definitions
and supports them with examples. Section 3 and Section 4 present the complexity
of label-splitting aiming at exact realization, language-simulation and embedding,
respectively. Finally, Section 5 briefly closes the paper.

2 Preliminaries

This section introduces all necessary definitions and supports them with examples.
Transition Systems. A (deterministic) initialized transition system (TS,

for short) A = (S,E, δ, ι) is a directed labeled graph with the set of nodes S
(called states), the set of labels E (called events), the partial transition function
δ : S × E −→ S and the initial state ι ∈ S, where every state s ∈ S is
reachable from ι by a directed labeled path. The set of arcs of A is defined
by ∆A = {(s, e, s′) | s, s′ ∈ Se ∈ E : δ(s, e) = s′}. Event e occurs at state
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s, denoted by s e , if δ(s, e) is defined. We abridge δ(s, e) = s′ by s e s′. If
w = e1 . . . en ∈ E∗, then s w denotes that there are states s = s0, . . . , sn ∈ S
such that si ei+1 si+1 ∈ A for all i ∈ {0, . . . , n−1}. The language of A is defined by
L(A) = {w ∈ E+ | ι w }∪{ε}. Let b ∈ N. A is called b-bounded if, for every state
s ∈ S, there are at most b incoming or outgoing arcs, i.e., |{e ∈ E | e s}| ≤ b
and |{e ∈ E | s e }| ≤ b. A cycle-free 1-bounded TS A is called linear. If A is
not explicitly defined, then we refer to its components by S(A) (states), E(A)
(events) δA (function), ιA (initial state).

Simulations. Let A and B be TS with the same set of events E. We say B
simulates A, if there is a mapping ϕ : S(A)→ S(B) such that ϕ(ιA) = ιB and
s e s′ ∈ A implies ϕ(s) e ϕ(s′) ∈ B; such a mapping is called a simulation
(between A and B). ϕ is an embedding, denoted by A ↪→ B, if it is injective; ϕ
is a language-simulation, denoted by A . B, if ϕ(s) e implies s e , implying
L(A) = L(B) [3, p. 67]; ϕ is an isomorphism, denoted by A ∼= B, if it is bijective
and δA(s, e) = s′ if and only if δB(ϕ(s), e) = ϕ(s′) for all s, s′ ∈ S(A), e ∈ E(A).

Label-splitting. Let A = (S,E, δ, ι) be a TS and E = {e1, . . . , en} ⊆ E a
set of events. The label-splitting of e1, . . . , en into the (pairwise distinct) events
e1

1, . . . , e
m1
1 , . . . , e1

n, . . . , e
mn
n , where mi ≥ 2 for all i ∈ {1, . . . , n}, yields the

event set E′ = (E \ E) ∪
⋃n
i=1{e1

i , . . . , e
mi
i }. A TS B = (S,E′, δ′, ι) is an E′-

label-splitting of A if there is a bijective mapping ψ : ∆B → ∆A such that
ψ((s, e, s′)) = (s, ei, s′) if e = eji for some i ∈ {1, . . . , n}, j ∈ {1, . . . ,mi} and,
otherwise, ψ((s, e, s′)) = (s, e, s′) for all (s, e, s′) ∈ ∆B. We say E is the set of
events of A that occur split in B.

Petri nets. A Petri net N = (P, T, f,M0) consists of finite and disjoint sets of
places P and transitions T , a (total) flow function f : ((P×T )∪(P×T ))→ N and
an initial marking M0 : P → N. A transition t ∈ T can fire or occur in a marking
M : P → N, denoted by M t , if M(p) ≥ f(p, t) for all places p ∈ P . The firing of
t in marking M leads to the marking M ′(p) = M(p)−f(p, t)+f(t, p) for all p ∈ P ,
denoted by M t M ′. Again, this notation extends to sequences w ∈ T ∗ and the
reachability set RS(N) = {M | ∃w ∈ T ∗ : M0

w M} contains all of N ’s reachable
markings. The reachability graph of N is the TS AN = (RS(N), T, δ,M0), where
for every reachable marking M of N and transition t ∈ T with M t M ′ the
transition function δ of AN is defined by δ(M, t) = M ′.

The following definitions relate TS and Petri nets via the reachability graph.
Implementations. A Petri net N is a realization, respectively a language-

simulation, respectively an embedding of a TS A if there is a simulation such that
A ∼= AN , respectively A . AN , respectively A ↪→ AN .

Regions. If a TS A is implementable by a Petri net N , then we want to
construct N purely from A. TS represents the behavior of a modeled system
by means of global states (states of TS) and transitions between them (events).
Dealing with a Petri net, we operate with local states (places) and their changing
(transitions), while the global states of a net are markings, i.e., combinations
of local states. Since AN has to simulate A, N ’s transitions correspond to A’s
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events. The connection between global states in TS and local states in the sought
net is given by regions of TS that mimic places: A region R = (sup, con, pro)
of A = (S,E, δ, ι) consists of the mappings sup : S → N and con, pro : E → N
such that for edge s e s′ of A it holds that con(e) ≤ sup(s) and sup(s′) =
sup(s) − con(e) + pro(e). Notice that R is implicitly completely defined by
sup(ι), con and pro: Since A is reachable, for every state s ∈ S, there is a
path ι e1 . . . en sn such that s = sn. Thus, we inductively obtain sup(si+1) by
sup(si+1) = sup(si)− con(ei+1) + pro(ei+1) for all i ∈ {0, . . . , n− 1} and s0 = ι.
Since we can compute sup and, thus, R purely from sup(ι), con and pro, we
often present regions only implicitly. A region R = (sup, con, pro) models a place
p and the corresponding part of the flow function f , i.e., con(e) models f(p, e)
(the number of tokens that e consumes from p), pro(e, p) models f(e, p) (the
number of tokens that e produces on p) and sup(s) models (the number of tokens)
M(p) (that are on p) in the marking M ∈ RS(N) that corresponds to s ∈ S(A)
via the simulation between A and AN . Every set R of regions of A defines the
synthesized net NRA = (R, E, f,M0) with f(R, e) = con(e), f(e,R) = pro(e) and
M0(R) = sup(ι) for all R = (sup, con, pro) ∈ R and all e ∈ E.

State and Event State Separation. To ensure that the input behavior is
captured by the synthesized net, we have to distinguish global states, and prevent
the firings of transitions when their corresponding events are not present in TS.
This is stated as so called separation atoms and separation properties. A pair
(s, s′) of distinct states of A defines a states separation atom (SSP atom). A region
R = (sup, con, pro) solves (s, s′) if sup(s) 6= sup(s′). If every SSP atom of A is
solvable then A has the state separation property (SSP, for short). A pair (e, s)
of event e ∈ E and state s ∈ S where e does not occur, that is ¬s e , defines an
event/state separation atom (ESSP atom). A region R = (sup, con, pro) solves
(e, s) if sup(s) < con(e). If every ESSP atom of A is solvable then A has the event
state separation property (ESSP, for short). A set R of regions of A is called a
witness for A’s SSP, respectively ESSP, if for each SSP atom, respectively ESSP
atom, there is a region R in R that solves it.

The next lemma ([3, p. 162], Proposition 5.10) establishes the connection
between the existence of witnesses and the existence of an implementing net N
in dependence of the testified property. Notice that Petri nets correspond to the
type of nets τPT in [3, p. 130].

Lemma 1 ([3]). Let A be a TS. There is a Petri net N such that A ↪→ AN ,
respectively A . AN , respectively A ∼= AN if and only if there is a witness R
that testifies A’s SSP, respectively ESSP, respectively both SSP and ESSP, and
N = NRA .

By Lemma 1, deciding the existence of an implementing net is equivalent to
deciding if the input TS has the property that corresponds to the implementation.
Moreover, there is an implementing Petri net for a given TS A if and only if
there is a witness R of regions that testifies A’s SSP or ESSP or both according
to the sought-for implementation.
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A1 = s0 s1 s2 s3 s4 s5
a b b a a

A2 = q0 q1

a

a
A3 = q0 q1

a

a′

Fig. 1: The TSs A1 (Example 1), A2 (Example 2) and A3 (Example 3). All of them are
1-bounded, but only A1 is linear.

a

R
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b
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0 1 2 3 4 5 . . .
a a a a a

b b b b b

Fig. 2: Left: The net N = NR
A1 (Example 1), where zero-valued flow arcs are omitted.

Right: A sketch of the (infinite) reachability graph AN , which embeds A1.

a 0 a R1

a1

a′1

R2

1

1

Fig. 3: Left: N1 = NR
A2 (Example 2). Middle: The reachability graph AN1 . Right: The

Net N2 = NR
A3 (Example 3), whose reachability graph is isomorphic to A3.

Example 1 (Embedding). The TS A1 of Figure 1 has the SSP, since the following
region R = (sup, con, pro) solves all SSP atoms on one blow: sup(si) = i for all
i ∈ {0, . . . , 5} and con(a) = con(b) = 0 and pro(a) = pro(b) = 1. In particular, the
set R = {R} is a witness of A1’s SSP. The (infinite) reachability graph of the net
NRA1

= (R, {a, b}, f,M0) synthesized fromR, where f(R, a) = f(R, b) = con(a) =
con(b) = 0 and f(a,R) = f(b, R) = pro(a) = pro(b) = 1 and M0(R) = 0, embeds
A1, cf. Figure 2. An embedding ϕ is given by ϕ(si) = i for all i ∈ {0, . . . , 5}.

The TS A1 does not have the ESSP, since the atom α = (a, s2) is not solvable.
This has already been proven in [7, p. 42], for self-containment we provide the
proof: If R = (sup, con, pro) is a region that solves α, then (1) con(a) ≤ sup(s0),
since a occurs at s0; (2) sup(s2) < con(a), implying sup(s0)− (con(a) + con(b)) +
(pro(a) + pro(b)) < con(a), since R solves α; (3) con(a) ≤ sup(s4), implying
con(a) ≤ sup(s0)− 2(con(a) + con(b)) + 2(pro(a) + pro(b)), since a occurs at s4.
If we combine (1) and (2), then we get −(con(a)+con(b))+(pro(a)+pro(b)) < 0;
if we combine (2) and (3), then we get 0 ≤ −(con(a)+ con(b))+(pro(a)+pro(b)).
Since this is a contradiction, R cannot exist and thus α is not solvable.

Example 2 (Language-Simulation). The TS A2 of Figure 1 does not have any
ESSP atom, since the only event a occur at all states. Hence, A2 has the
ESSP. The set R = ∅ is a witness of A2’s ESSP. The reachability graph AN1

of the synthesized net N1 = NRA2
= (∅, {a}, f,M0) simulates A2 up to language

equivalence, cf. Figure 3. A language-simulation ϕ is defined by ϕ(q0) = ϕ(q1) = 0.
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On the other hand, A2 does not have the SSP, since the SSP atom α = (s0, s1)
is not solvable. This can be seen as follows: If R = (sup, con, pro) is a region that
solves α, then (1) sup(s0) 6= sup(s1); (2) sup(s0) = sup(s1) − con(a) + con(a);
(3) sup(s1) = sup(s0)− con(a) + con(a). One easily verifies that the combination
of (2) and (3) implies that sup(s0) = sup(s1), which contradicts (1). Hence, R
cannot exist and α is not solvable.

Example 3 (Realization of an E′-Label Splitting). Let A2 and A3 be in accordance
to Figure 1. The TS A2 has the event set E = {a}. The label-splitting of the event
a into the events a and a′ yields the event set E′ = (E \ {a}) ∪ {a, a′} = {a, a′}.
The TS A3 is an E′-label-splitting of A2: For q0

a q1 ∈ A2 there is exactly one
x ∈ {a, a′}, namely x = a, such that q0

x q1 ∈ A3 and, for q1
a q0 ∈ A2, there

is exactly one y ∈ {a, a′}, namely y = a′, such that q1
y q0 ∈ A3. The set {a}

is the set of events of A2 that occur split in A3.
The TS A3 has both the SSP and the ESSP. More exactly, A3 has the SSP

atom α1 = (q0, q1) and the ESSP atoms α2 = (a, q1) and α3 = (a′, q0). The
region R1 = (sup1, con1, pro1), where sup1(q0) = 1, sup1(q1) = 0, con1(a) =
pro1(a′) = 1 and pro1(a) = con1(a′) = 0 solves α1 and α2. Moreover, the region
R2 = (sup2, con2, pro2), where sup2(q0) = 0, sup2(q1) = 1, con2(a′) = pro2(a) =
1 and pro2(a′) = con2(a) = 0 solves α3. Thus, R = {R1, R2} is a witness for A3’s
SSP and ESSP. Figure 3 depicts the synthesized net N2 = NRA3

and it is easy to
see that its reachability graph AN2 is isomorphic to A3.

3 Label Splitting for Language-Simulation and Exact
Realization

The following theorem presents our main result and states that label-splitting
aiming at language-simulation or realization is NP-complete.

Theorem 1. Let A be a linear TS and κ ∈ N. Deciding whether there is an
E′-label-splitting B of A that satisfies |E′| ≤ κ and allows a Petri net N such
that B . AN or B ∼= AN is NP-complete.

The proof of Theorem 1 bases on a polynomial-time reduction of the vertex
cover (VC) problem on cubic graphs, which is known to be NP-complete from [13]:
Cubic Vertex Cover (CVC)
Input: a Graph G = (V,Σ) with set of vertices V and edges Σ such that

every v ∈ V is a member of exactly three distinct σ0, σ1, σ2 ∈ Σ, a number
λ ∈ N.

Decide: whether there is a (λ-VC) M ⊆ V satisfying |M | ≤ λ and M ∩σ 6= ∅
for all σ ∈ Σ.

Example 4 (CVC). The instance (G, 3), where G = (V,Σ) such that V =
{v0, v1, v2, v3} and Σ = {{v0, v1}, {v0, v2}, {v0, v3}, {v1, v2}, {v1, v3}, {v2, v3}},
allows a positive decision, since M = {v0, v1, v2} is a 3-VC of G.
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In the remainder of this paper, if not explicitly stated otherwise, let (G,λ)
be an arbitrary but fixed input of CVC, where G = (V,Σ) has n vertices
V = {v0, . . . , vn−1} and m edges Σ = {σ0, . . . , σm−1} such that σi = {vi0 , vi1} for
all i ∈ {0, . . . ,m− 1}. For technical reasons, we assume without loss of generality
that i0 < i1 for the vertices vi0 , vi1 of the edge σi for all i ∈ {0, . . . ,m− 1}.

For the proof of Theorem 1, we reduce (G,λ) to a pair (A, κ) of linear TS
A and natural number κ as follows. If there is an E′-label-splitting B of A
satisfying |E′| ≤ κ that has the ESSP, then G has a λ-VC. Hence, if B allows
a language-simulation (implying its ESSP) or a realization (implying its SSP
and its ESSP), then G has a λ-VC. Conversely, if G has a λ-VC, then there
is an E′-label-splitting B of A satisfying |E′| ≤ κ that has a set R of regions
that witnesses both B’s ESSP and SSP, which, by Lemma 1, implies both a
language-simulation and a realization for B. Thus, (G,λ) is a yes-instance if and
only if (A, κ) is a yes-instance, according to the implementation sought.

For a start, we define κ = n+ 2(m− 1) +λ, where n+ 2(m− 1) is the number
of events of the announced TS A. Hence, λ corresponds to the maximum number
of events of A that could possibly be split for a sought E′-label-splitting B. For
every i ∈ {0, . . . ,m− 1}, the TS A has the following directed path Ti that uses
the vertices of the edge σi = {vi0 , vi1} as events:

Ti = ti,0 ti,1 ti,2 ti,3 ti,4 ti,5
vi0 vi1 vi1 vi0 vi0

We use the states ⊥1, . . . ,⊥m−1 and events y1, . . . , ym−1, z1, . . . , zm−1 and, for all
i ∈ {1, . . . ,m− 1}, the edges ti−1,5

yi ⊥i and ⊥i zi ti,0 to connect T0, . . . , Tm−1
to finally build A. The resulting linear TS can be sketched as follows:

A = T0 ⊥1 T1 ⊥2 . . . ⊥m−1 Tm−1
y1 z1 y2 z2 ym−1 zm−1

We summarize events and states by Y = {y1, . . . , ym−1}, Z = {z1, . . . , zm−1} and
⊥ = {⊥1, . . . ,⊥m−1}. Notice that A has |V ∪ Y ∪ Z| = n+ 2 · (m− 1) events.

Lemma 2. If there is an E′-label-splitting B of A that satisfies |E′| ≤ κ and
has the ESSP, then G has a λ-vertex cover.

Proof. Let B be an E′-label-splitting of A that satisfies |E′| ≤ κ and has the
ESSP. Let E ⊆ E′ be the set of events of A that occur split in B. By definition
of label-splitting, for every e ∈ E, there are at least two distinct events e1, e2 in
E′ that originate from the splitting of e and do not correspond to the splitting of
another event e′ ∈ E \ {e}. By |E| = n+ 2 · (m− 1) and |E′| ≤ n+ 2 · (m− 1) +λ,
this implies |E| ≤ λ.

Let i ∈ {0, . . . ,m − 1}. Notice that the TS A1 of Figure 1 and the path Ti
(when considered as a TS) are isomorphic, that is, with the exception of names for
states and events, they are structurally the same. Hence, just like in Example 1,
one argues that if a TS has the path Ti, then it cannot have the ESSP, since the
atom (vi0 , ti,2) is not solvable. Consequently, since B has the ESSP, the path Ti
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t0,0 t0,1 t0,2 t0,3 t0,4 t0,5
v0 v1 v1 v0 v0

t1,0 t1,1 t1,2 t1,3 t1,4 t1,5
v0 v2 v2 v0 v0

t2,0 t2,1 t2,2 t2,3 t2,4 t2,5
v0 v3 v3 v0 v0

t3,0 t3,1 t3,2 t3,3 t3,4 t3,5
v1 v2 v2 v1 v1

t4,0 t4,1 t4,2 t4,3 t4,4 t4,5
v1 v3 v3 v1 v1

t5,0 t5,1 t5,2 t5,3 t5,4 t5,5
v2 v3 v3 v2 v2

Fig. 4: The paths T0, . . . , T5 of TS A for Theorem 1 that originates from Example 4.

t0,0 t0,1 t0,2 t0,3 t0,4 t0,5
v′

0 v1 v′
1 v0 v0

t1,0 t1,1 t1,2 t1,3 t1,4 t1,5
v′

0 v2 v′
2 v0 v0

t2,0 t2,1 t2,2 t2,3 t2,4 t2,5
v0 v3 v3 v′

0 v0
t3,0 t3,1 t3,2 t3,3 t3,4 t3,5

v′
1 v2 v′

2 v1 v1

t4,0 t4,1 t4,2 t4,3 t4,4 t4,5
v1 v3 v3 v′

1 v1
t5,0 t5,1 t5,2 t5,3 t5,4 t5,5

v2 v3 v3 v′
2 v2

Fig. 5: According to the reduction for Theorem 1, the paths T ′
0, . . . , T

′
5 of the E′-label-

splitting B of A that originates from the VC M = {v0, v1, v2} of Example 4.

(or an isomorphic version of it) cannot be present in B. Since B is an E′-label-
splitting of A, this implies that there is an event e ∈ {vi0 , vi1} such that e ∈ E.
Since i was arbitrary, this is simultaneously true for all T0, . . . , Tm−1. Hence, if
M = V ∩E, then M ∩E(Ti) 6= ∅, implying M ∩σi 6= ∅, for all i ∈ {0, . . . ,m− 1}.
Finally, by |M | = |V ∩ E| ≤ |E| ≤ λ, we get that M defines a λ-VC of G.

Conversely, we have to show that if G has a λ-VC, then there is a searched
E′-label-splitting for A. Let M = {vj0 , . . . , vjλ−1} ⊆ V be a λ-VC of G. For every
i ∈ {0, . . . , λ − 1}, we split the event vji into the two events vji and v′ji . This
yields E′ = (E \M) ∪

⋃λ−1
i=0 {vji , v′ji}. To define the announced E′-label-splitting

B = (S,E′, δ′, t0,0) of A, it is sufficient to define δ′ on the states of T0, . . . , Tm−1.
For all i ∈ {0, . . . ,m− 1}, δ′ restricted to S(Ti) yields the path T ′i as follows:

– if vi0 ∈M and vi1 6∈M , then T ′i = ti,0
vi0 ti,1

vi1 ti,2,
vi1 ti,3

v′i0 ti,4
vi0 ti,5;

– if vi0 , vi1 ∈M , then T ′i = ti,0
v′i0 ti,1

vi1 ti,2,
v′i1 ti,3

vi0 ti,4
vi0 ti,5;

– if vi0 6∈M and vi1 ∈M , then T ′i = ti,0
vi0 ti,1

vi1 ti,2,
v′i1 ti,3

vi0 ti,4
vi0 ti,5.

By the following lemma, mappings sup and con, pro defined on the states and
events of T ′0, . . . , Tm−1′ that, for all i ∈ {0, . . . ,m− 1}, behave like a region of T ′i
(when restricted to T ′i ) can be extended to a region R = (sup′, con′, pro′) of B:

Lemma 3. Let sup : S \ ⊥ → N and con, pro : E′ \ (Y ∪ Z) → N be mappings
such that if e ∈ {vi0 , v′i0 , vi1 , v

′
i1
} and ti,j

e ti,j+1 ∈ B, then sup(ti,j) ≤ con(e)
and sup(ti,j+1) = sup(ti,j)− con(e) + pro(e) for all i ∈ {0, . . . ,m− 1} and j ∈
{0, . . . , 4}. If sup′, con′, pro′ are defined as follows, then R = (sup′, con′, pro′) is
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a region of B: for all s ∈ S, if s ∈ ⊥, then sup′(s) = 0, otherwise sup′(s) = sup(s);
for all e ∈ E′ and all i ∈ {0, . . . ,m − 1}, if e = yi, then con′(e) = sup(ti−1,4)
and pro′(e) = 0; if e = zi, then con′(e) = 0 and pro′(e) = sup(ti,0); otherwise
con′(e) = con(e) and pro′(e) = pro(e).

Proof. By the assumption about sup, con and pro, it is easy to see that s e s′ ∈
B implies sup′(s) ≤ con′(e) and sup′(s′) = sup′(s)− con′(e) + pro′(e).

The next lemma states that linear TSs and thus especially B have the SSP:

Lemma 4. If A = s0
e1 . . . si−1

ei si
ei+1 . . . en sn is a linear TS, then A has

the SSP. Moreover, if the event ei occurs exactly once, then the atom (ei, s) is
solvable for all s ∈ {s0, . . . , sn} \ {si−1}.

Proof. The following region R = (sup, con, pro) solves all SSP atoms on one blow:
sup(s0) = 0; for all j ∈ {1, . . . , n}, con(ej) = 0 and pro(ej) = 1.

The following region R = (sup, con, pro) solve (ei, s) for all s ∈ {s0, . . . , si−2}:
sup(s0) = 0; for all j ∈ {1, . . . , n}, if j = i, then con(ej) = i and pro(ej) = 0;
otherwise con(ej) = 0 and pro(ej) = 1.

The following region R = (sup, con, pro) solve (ei, s) for all s ∈ {si, . . . , sn}:
sup(s0) = 1; for all j ∈ {1, . . . , n}, if j = i, then con(ej) = 1 and pro(ej) = 0;
otherwise con(ej) = pro(ej) = 0.

Lemma 5. There is a set R of regions witnessing the ESSP and the SSP of B.

Proof. By Lemma 4, B has the SSP and the atom (e, s) is solvable for all e ∈ Y ∪Z
and (relevant) s ∈ S.

Let x ∈ E′ \ (Y ∪Z) be arbitrary but fixed. Since G is cubic, there are exactly
three indices i < j < k ∈ {0, . . . ,m − 1}, such that x ∈ T ′` for all ` ∈ {i, j, k}.
Let no`(x) denote the number of x’s occurrences in T ′` for all ` ∈ {i, j, k}. The
following region solves (x, s) for all s ∈ B \ (S(T ′i ) ∪ S(T ′j) ∪ S(T ′k)): If i = 0,
then sup(t0,0) = no0(e), otherwise sup(t0,0) = 0. For all e ∈ E′ and ` ∈ {i, j, k},
if e = z`, then con(e) = 0 and pro(e) = no`(x); if e = x, then con(e) = 1 and
pro(e) = 0; otherwise con(e) = pro(e) = 0.

It remains to argue that (x, s) is also solvable when both x and s belong to
the same gadget T ′i , i ∈ {0, . . . ,m − 1}. To do so, we proceed as follows. Let
i ∈ {0, . . . ,m− 1}; We argue, for all the (possible) cases vi0 ∈M,vi1 6∈M and
vi0 6∈M,vi1 ∈M and vi0 , vi1 ∈M , that (x, s) is solvable for all relevant events x ∈
{vi0 , vi1 , v′i0 , v

′
i1
} and states s ∈ S(T ′i ). By the arbitrariness of i, this finally proves

the ESSP for B. By Lemma 3, it suffices to define mappings for T ′0, . . . , T ′m−1.
Let S = {t0,0, . . . , tm−1,0} and E = E′ \ (Y ∪ Z). Let’s start with the case

vi0 ∈M,vi1 6∈M , which implies T ′i = ti,0
vi0 ti,1

vi1 ti,2,
vi1 ti,3

v′i0 ti,4
vi0 ti,5.

(vi0 and v′i0): Let j 6= k ∈ {0, . . . ,m− 1} \ {i} be such that vi0 ∈ σj ∩σk. The
following region R = (sup, con, pro) solves (vi0 , s) for all s ∈ {ti,1, ti,2, ti,3, ti,5}:
For all s ∈ S, if s = ti,0, then sup(s) = 1, if s ∈ {tj,0, tk,0}, then sup(s) = 2;
otherwise sup(s) = 0. For all e ∈ E, if e = vi0 , then con(e) = 1 and pro(e) = 0
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(notice that noj(e), no`(e) ≤ 2, since vi0 ∈ M); if e = v′i0 , then con(e) = 0 and
pro(e) = 1; otherwise, con(e) = pro(e) = 0.

The following region R = (sup, con, pro) solves the SSP atom (v′i0 , s) for
all s ∈ {ti,0, ti,1, ti,2, ti,4, ti,5}: For all s ∈ S, if s ∈ {tj,0, tk,0}, then sup(s) = 2;
otherwise sup(s) = 0. For all e ∈ E, if e = v′i0 , then con(e) = 2 and pro(e) = 0
(notice that noj(e), no`(e) ≤ 1); if e = vi1 , then con(e) = 0 and pro(e) = 1;
otherwise, con(e) = pro(e) = 0.

(vi1): Let j 6= k ∈ {0, . . . ,m−1}\{i} be such that vi1 ∈ σj∩σk. The following
region R = (sup, con, pro) solves (vi1 , s) for all s ∈ {ti,0, ti,3, ti,4}: For all s ∈ S,
if s ∈ {tj,0, tk,0}, then sup(s) = 3; otherwise sup(s) = 0. For all e ∈ E, if e = vi1 ,
then con(e) = 1 and pro(e) = 0 (notice that noj(e), no`(e) ≤ 3); if e = vi0 , then
con(e) = 0 and pro(e) = 2; otherwise, con(e) = pro(e) = 0.

The following region R = (sup, con, pro) solves (vi1 , ti,5): For all s ∈ S,
if s = ti,0, then sup(s) = 2; if s ∈ {tj,0, tk,0}, then sup(s) = 3; otherwise
sup(s) = 0. For all e ∈ E, if e = vi1 , then con(e) = 1 and pro(e) = 0; otherwise,
con(e) = pro(e) = 0.

Similarly, one finds solving regions for all relevant ESSP atoms (x, s) of T ′i
for the remaining cases vi0 6∈M,vi1 ∈M and vi0 , vi1 ∈M . By the arbitrariness
of i, this proves the lemma.

4 Label Splitting for Embedding

In [18], it has been shown that label-splitting aiming at embedding is NP-complete.
The six strands of the reduction presented in [18] can be consecutively arranged
such that the resulting TS is 3-bounded. Thus, the problem is also NP-complete
for 3-bounded inputs. In this section, we strengthen this result and show that
label-splitting aiming at embedding remains NP-complete even for 2-bounded
inputs and that this bound is tight.

Theorem 2. Let A be a b-bounded TS and κ ∈ N. Deciding if there is an E′-
label-splitting B of A that satisfies |E′| ≤ κ and allows a Petri net N such that
A ↪→ AN is NP-complete if b > 1, otherwise it is polynomial.

The following lemma paves us the way for being able to prove easily the
polynomial-time statement of Theorem 2:

Lemma 6. Let A = s0
e1 . . . en sn be a directed cycle TS, i.e., s0 = sn and

si 6= sj for all i 6= j ∈ {0, . . . , n− 1}. If there is an i ∈ {0, . . . , n− 1} such that
¬sj ei for all j ∈ {0, . . . , n} \ {i− 1}, that is, ei occurs exactly once in A, then
A has a set R of regions that witnesses its SSP.

Proof. We argue that any SSP atom (s, s′) of A is solvable. To do so, we assume
without loss of generality that s0 = s and sj = s′ and i > j, that is,

A = s0
e1 . . . ej sj

ej+1 . . . ej+k si−1
ei si

ei+1 . . . ei+` sn
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where i − 1 = j + k and n = j + k + ` + 1. This assumption is no essential
restriction, since A is a cycle and thus can be transformed in the desired form
by a simple renaming of its states. The following region R = (sup, con, pro)
solves (s0, sj): sup(s0) = `; for all e ∈ E(A), if e 6= ei, then con(e) = 0 and
pro(e) = 1; if e = ei, then con(e) = j + k + ` and pro(e) = 0. This implies
sup(s0) = ` 6= `+ j = sup(sj), since ` > 0. Thus, R separates (s, s′).

If A = (S,E, δ, ι) is a directed cycle that does not have the SSP, implying that
every event occurs at least twice by Lemma 6, then we obtain an embeddable
E′-label-splitting B of A as follows: Let q x q′ ∈ A be arbitrary but fixed and
E′ = (E \ {x}) ∪ {x, x′}. The E′-label-splitting B = (S,E′, δ, ι) that originates
from A by relabeling the edge q x q′ by q x′ q′ (and nothing else), obviously,
satisfies |E′| = |E|+ 1. Moreover, since x′ occurs only once, B has the SSP by
Lemma 6. Hence, if A is a 1-bounded TS that has the SSP, which is particularly
implied if it is linear, then (A, κ) is a yes-instance if and only if |E| ≤ κ. Otherwise,
(A, κ) is a yes-instance if and only if |E|+ 1 ≤ κ.

Consequently, to complete the proof of Theorem 2, it remains to consider the
case where A is 2-bounded. To do so, we reduce an input (G,λ) of CVC to a
pair (A, κ) of 2-bounded TS A = (S,E, δ, t0,0) and natural number κ such that
G has a λ-VC if and only if there is an E′-label-splitting B of A that satisfies
|E′| ≤ κ and has a set R of regions that witnesses the SSP of B.

Let’s introduce (A, κ). For a start, we define κ = n+m−1+λ, where n+m−1
is the number of events of A. Hence, λ corresponds to the maximum number of
events of A that could possibly be split for a sought E′-label-splitting B of A.
For every i ∈ {0, . . . ,m− 1}, the TS A has the following gadget Ti that uses the
vertices of the edge σi = {vi0 , vi1} of G as events:

Ti = ti,0

ti,1

ti,2

ti,3

vi0 vi0

vi1 vi1

We use the events y1, . . . , ym−1 and, for all i ∈ {1, . . . ,m−1}, the edge ti−1,2
yi ti,0

to connect T0, . . . , Tm−1 and build A, which can be sketched as follows:

A = T0 T1 . . . Tm−2 Tm−1
y1 y2 ym−2 ym−1

The initial state of A is t0,0. Let Y = {y1, . . . , ym−1}. Notice that A is 2-bounded
and has exactly |V ∪ Y | = n+m− 1 events.

If a TS has any of T0, . . . , Tm−1, then it does not have the SSP:

Lemma 7. If A is a TS that has the paths P1 = p0
a p1

a p2 and P2 =
p0

b p3
b p2 with the same starting state p0 and final state p2, then A does

not have the SSP, since the atom (p1, p3) is not solvable.
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Proof. If R = (sup, con, pro) is a region of A, then we have (1) sup(p1) =
sup(p0)− con(a) + pro(a) and (2) sup(p2) = sup(p0)− 2con(a) + 2pro(a) and (3)
sup(p3) = sup(p0)−con(b)+pro(b) and (4) sup(p2) = sup(p0)−2con(b)+2pro(b).
We subtract (4) from (2), rearrange the resulting equation properly and obtain
−con(b) + pro(b) = −con(a) + pro(a). By (1) and (3), this implies sup(p1) =
sup(p3). Thus, R does not solve (p1, p3). R was arbitrary, hence the claim.

In fact, for all i ∈ {0, . . . ,m − 1}, if a TS has the gadget Ti, then the SSP
atom (ti,1, ti,3) is not solvable by Lemma 7. By the following lemma, this implies
that a searched E′-label-splitting B of A implies a λ-VC of G:

Lemma 8. If there is an E′-label-splitting B of A that satisfies |E′| ≤ κ and
has the SSP, then G has a λ-VC.

Proof. Let B be a fitting E′-label-splitting and E ⊆ E the set of events of A that
occur split in B, implying |E| ≤ λ by |E′| ≤ κ. Since B has the SSP, the atom
(ti,1, ti,3) is solvable for all i ∈ {0, . . . ,m− 1}. Consequently, by Lemma 7, none
of T0, . . . , Tm−1 is present in B. Since B is a E′-label-splitting of A, this implies
E ∩ E(Ti) 6= ∅ for all i ∈ {0, . . . ,m− 1}. Hence, M = V ∩ E is a λ-VC of G.

Conversely, we show that if G has a λ-VC, then there is a searched E′-label-
splitting for A. Let M = {vj0 , . . . , vjλ−1} ⊆ V be a λ-VC of G and E′ be defined
as in Section 3. To obtain the announced E′-label-splitting B = (S,E′, δ′, t0,0),
it is sufficient again to define δ′ on the states of T0, . . . , Tm−1. In particular, for
all i ∈ {0, . . . ,m− 1}, we get T ′i from Ti by δ′ as follows:

– if vi0 ∈M and vi1 6∈M , then ti,0
vi0 ti,1

v′i0 ti,2 and ti,0
vi1 ti,3

vi1 ti,2;

– if vi0 , vi1 ∈M , then ti,0
vi0 ti,1

v′i0 ti,2 and ti,0
vi1 ti,3

v′i1 ti,2

– if vi0 6∈M and vi1 ∈M , then ti,0
vi0 ti,1

vi0 ti,2 and ti,0
vi1 ti,3

v′i1 ti,2

Lemma 9. There is a set R of regions that witnesses the SSP of B.

Proof. Let i ∈ {0, . . . ,m − 1} be arbitrary but fixed. The following region
R = (sup, con, pro) solves (s, s′) for all states s 6= s′ ∈ S that satisfy (s, s′) 6∈
{(ti,1, ti,3), (ti,3, ti,1) | i ∈ {0, . . . ,m−1}}: sup(t0,0) = 0; for all e ∈ E′, con(e) = 0
and pro(e) = 1.

Let i ∈ {0, . . . ,m − 1} be arbitrary but fixed. The following region R =
(sup, con, pro) solves (ti,1, ti,3): sup(t0,0) = 0; for all e ∈ E′, if vi0 ∈ M , then
con(vi0) = 0, pro(vi0) = 1, con(v′i0) = 1, pro(v′i0) = 0 and con(e) = pro(e) = 0 if
e 6∈ {vi0 , v′i0}; otherwise, if vi0 6∈ M , which implies vi1 ∈ M , then con(vi1) = 0,
pro(vi1) = 1, con(v′i1) = 1, pro(v′i1) = 0 and con(e) = pro(e) = 0 if e 6∈ {vi1 , v′i1}.
Since i was arbitrary, the atom (ti,1, ti,3) is solvable for all i ∈ {0, . . . ,m−1}.
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5 Conclusion

In this paper, we completely characterize the label-splitting problem for Petri
nets for all types of implementations that have previously been studied in the
literature. By doing so, we answer an open question that has been posed in [18,
p. 17]. Moreover, we strengthen the result from [18] to 2-bounded inputs, and
show that this bound is tight. It remains future work to consider the maximum
number κ of labels of the splitting as a parameter in order to investigate the
problem from a parameterized complexity point of view and to determine if this
parameterization makes the label-splitting problem fixed-parameter-tractable.
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