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Abstract. The idea of the “TurkLang-7” project is to create datasets and neural 

machine translation systems for a set of Russian-Turkic low-resource language 

pairs. It is planned to achieve this goal through a hybrid approach to the crea-

tion of a multilingual parallel corpus between Russian and Turkic languages, 

studying the applicability and effectiveness of neural network learning methods 

(transfer learning, multi-task learning, back-translation, dual learning) in the 

context of the selected language pairs, as well as the development of specialized 

methods for the unification of parallel data in different languages, based on the 

agglutinative nature of the selected Turkic languages (structural and functional 

model of the Turkic morpheme). In this paper, we describe the main stages of 

work on this project and the results of the first year: we developed a semi-

automatic process for creating parallel corpora, collected data from several 

sources on 7 Turkic languages, and conducted the first experiments to create 

machine translation systems. 

Keywords: Neural Machine Translation, Multilingual Datasets, Data collec-

tion, Turkic Languages. 

1 Introduction 

The field of creating automatic machine translation systems has developed rapidly in 

recent years, largely due to the successful use of modern machine learning methods. 

However, neural network machine translation methods that allow achieving the best 
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results for the largest pairs of world languages (English-German, English-Chinese, 

and others) cannot be directly used in the case of a lack of training data. 

Of particular importance are a number of subtasks related to the adaptation and re-

finement of existing approaches for the cases of low-resource languages. Certain suc-

cess has been achieved in this area, including the transfer learning technologies and 

data augmentation techniques (for example, back-translation, dual learning). 

This project is aimed at developing methods and software for 7 language pairs, in 

which one language is Russian and the other belongs to the Turkic language group. 

To achieve this goal and overcome the problem of lack of training data, we propose to 

collect parallel training data, to develop a method for the unification of the collected 

parallel corpora based on the structural-functional model of the Turkic mor-

phemes [1], as well as to create software tools for training a multilingual machine 

translator based on transfer learning approaches and data augmentation. This should 

allow for the first time to create a parallel corpus for the Crimean Tatar-Russian lan-

guage pair; the final machine translation system will also work with 6 more language 

pairs (Tatar-Russian, Bashkir-Russian, Chuvash-Russian, Kazakh-Russian, Kyrgyz- 

Russian and Uzbek-Russian). The total number of native speakers for specified Tur-

kic languages is 57.93 million people [2], living predominantly on the territory of the 

Russian Federation and the CIS countries. 

As a result of this work we will provide information on the data collection proce-

dure, the number of parallel sentences we have collected for 7 language pairs, and 

results of the experiment on training Transformer-based NMT systems. 

Section 2 of this article provides an overview of research in this area, section 3 

contains a description of the main project’s stages, section 4 – experiments and cur-

rent results. 

2 Related Work 

The approaches applied to the development of machine translation systems have un-

dergone major changes in recent years. Considerable efforts are directed equally to-

wards solving machine translation problems for the cases of the world's largest lan-

guages and low-resourced languages. The amount and quality of data available for the 

selected languages determine the set of algorithms and approaches to create an MT 

system. 

The problem of machine translation is solving using the so-called sequence-to-

sequence models [3], built, for example, based on recurrent, convolutional neural 

networks, including elements of an encoder and decoder (encoder/decoder architec-

ture). Models showing the best performance also include the attention mechanism 

(attention, self-attention). 

There are various neural network architectures designed to speed up the learning 

process and improve the quality of the MT system’s work: recurrent neural net-

works [4], convolutional neural networks [5], Transformer models [6], and Evolved 

Transformer. The attention mechanism was also improved: variants of multi-hop at-

tention, self-attention, and multi-head attention were proposed [5, 7]. 
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The choice of technology for building a machine translation system depends very 

much on the availability and amount of the initial training data. The presence of large 

mono-corpora for the source and target languages allows the use of unsupervised 

approaches to building MT systems. The main idea of this approach is to build a sin-

gle vector space of words/phrases for both languages. At the moment, there are op-

tions for the implementation of this approach based on the statistical [8], neural net-

work [9], and hybrid approaches [10]. 

Various options were also proposed for using mono corpora to improve the quality 

of translation in training with partial involvement of a teacher (semi-supervised ap-

proach) [11]. Another way to use monolingual data is to supplement the decoder part 

of the system with a language model [12]. This approach was used in the earliest 

works of IBM [13]. Later it was shown that an additional language model for the 

target language allows systems based on a statistical approach to improve the natural-

ness and correctness of translation [14]. A similar strategy was later also applied to 

neural network machine translation systems [15]. In addition to being used during 

decoding, neural network language and translation models can be successfully inte-

grated internally by combining the hidden states of the models [16]. The neural net-

work architecture allows the use of multi-task learning and parameter sharing [17]. 

And, finally, in [18] it was proposed to add an auxiliary autoencoding task for 

monolingual data, which ensures that the original sentence is obtained as a result of 

the consecutive translation of a sentence in both directions. 

In [19], the authors showed that the quality of translation in the case of low-

resource language pairs can be improved due to augmented data, where sentences in 

the source language are created by a simple copy of sentences in the target language. 

The approach in [20] suggests a very efficient way to automatically increase data 

for training. The method is called back-translation (BT): first, an auxiliary translation 

system from the target language to the source language is trained on the available 

parallel data, and then this system is used to translate the monolingual corpus of the 

target language, thereby increasing the volume of the parallel corpus. The resulting 

parallel corpus is used as training data for a machine translation system. 

BT is easy to use as it does not require any changes to the machine translator train-

ing algorithms. In addition to the main task of increasing the volume of training data 

for low-resource pairs of languages, it can also be used to use a monolingual corpus 

for the task of adapting an MT to a specific domain [21]. As the latest ideas for im-

proving BT, it was proposed to abandon the generation of synthetic pairs using beam 

search [22] or greedy search [23]. Both of these algorithms allow searching for the 

posterior maximum (MAP), that is, to find the hypothesis with the maximum proba-

bility according to the model. However, the use of MAP can lead to a less diverse 

subcorpus of translations, since in cases of ambiguity, the algorithm will always 

choose the most likely option [24]. Alternatively, it is recommended to use the ran-

dom sampling method [25]. This allows preserving the lexical variety of the generated 

sentence pairs. At the same time, additional rules can be introduced to exclude very 

rare translation options [26]. The important change to the approach was proposed 

in [27]: the authors presented an iterative process of learning / adding a synthetic part 

of the training corpus to improve the quality of the final systems. 
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In [28], it was shown how the quality of NMT can be improved if there are mono-

lingual corpora for both languages. The use of two corpora simultaneously allows the 

transition from BT to the so-called dual learning: learning occurs simultaneously in 

both directions of translation, BT is used iteratively in both directions to gradually 

increase the size of the training corpus and the proportion of synthetic sentences. 

The Byte-pair encoding (BPE) approach [29] deserves a separate mention; it is ap-

plied to the problem of machine translation based on basic elements less than a whole 

word (subword MT). The use of segmentation based on BPE [30] allows, among oth-

er things, to solve the problem of translation with an open dictionary (the system can 

translate any words, including those that are not present in the training corpus). BPE 

was created as a compression algorithm, but has been adapted for word segmentation 

as follows: each word from the training dictionary is represented by a sequence of 

characters terminated with a special end-of-word character; all symbols are added to 

the element dictionary; the most frequent pairs of symbols are determined - the found 

sequences are added to the dictionary of elements and combined into a corpus. The 

procedure is repeated until the specified number of merge operations is reached. 

3 Project Description 

The project aims to create machine translation systems for such language pairs, for 

most of which there are not enough (or not at all) parallel data to train modern neural 

models. Therefore, the essential stage is the data collection procedure. To solve this 

task, we proposed several approaches. First of all, we tried to combine all the data that 

already exist. There are several main sources for parallel information: news and gov-

ernment organization web-sites, translated books, already existing corpora. So the 

first stage of the project was to gather information about existing data sources. Must 

be noted that for different language pairs different types of sources contain more data. 

For example, for the Crimean-Tatar language the main source of parallel texts is 

books, for Kazakh and Chuvash – existing corpora, for all other languages of the pro-

ject (Kyrgyz, Bashkir, Tatar, and Uzbek) – bilingual web-sites. 

 

Fig. 1. First stage: collecting data sources 

As for website data collection, we established a semi-automatic process of data pro-

cessing, Fig. 2. We first manually analyzed the site structure, the existence of sitemap 

files, looked for ways to automatically connect pairs of translated pages. The next step 

was to create a list of URLs we need to download, having in mind not to harm the 

work of the sites and trying to do all auxiliary downloads (for example, downloading 
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the main news page to collect each news page URL from it) as slow as practically 

possible. The download procedure was conducted by Trafilatura tool [31] that showed 

great performance extracting only main text data from the page for all analyzed web-

sites except only one of the Ministry of Justice of the Kyrgyz Republic official web-

site. The downloaded text materials were then further processed by the razdel 

tool [32] resulting in files split by sentences. The last step in this stage is text filtering 

that removes all characters like ‘°’, ‘■’, etc. 

 

Fig. 2. Second stage: web-site data processing 

The next stage is a document and segment alignment process, Fig. 3. 

 

Fig. 3. Stage three: document and segment alignment 

We first convert all downloaded and processed text documents into a WARC-format 

file which is a standard format for web archives. Documents in different languages 

are saved in separate site folders. Depending on the availability of machine translation 

systems we can use one of two approaches for document and segment alignment. If 

there is an MT system, we translate all the documents from the website in one lan-

guage to another where the source language is the language with less amount of data. 

We used Yandex and Google MT systems for all languages except Crimean-Tatar, 

Tatar, and Bashkir. For Tatar, we used Tatsoft NMT [33], and for Bashkir also Tatsoft 

Tatar-Russian NMT system with several preprocessing of Bashkir texts (converting 

some specific Bashkir symbols into closest Tatar characters). This “Bashkir-Tatar-

Russian” translation procedure was good enough for the task of alignment. 
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For Crimean-Tatar there are no available MT systems yet, so we used a bilingual 

lexicon to find pairs of documents and segments. Some parts of the Bitextor [34] sys-

tem and the bleualign [35] tool were used in this stage. 

And the last step of the corpora creation process includes executing deduplication 

and rule-based data augmentation algorithms, Fig. 4. The main idea is to use a rule-

based inter-Turkic machine translation system to convert all collected Turkic-Russian 

corpora into one target Turkic-Russian corpus. For instance, when building the Cri-

mean-Tatar-Russian MT system we can lie on not only a few thousand sentences for 

this language pair but also translate all Turkic sentences in Tatar-Russian, Bashkir-

Russian, etc. corpora to create an augmented Crimean-Tatar corpus. The key here is 

the usage of the Turkic morpheme model [1], which first analyzes source Turkic sen-

tence (splitting it into stem morphemes and affixal chains) and then synthesize target 

Turkic language sentence using linguistic databases. We plan to use this system in the 

second year experiments. 

 

Fig. 4. Fourth stage: using rule-based data augmentation 

The key task of building a machine translation model is solved based on a neural net-

work approach. At the initial stage, we use the Transformer neural network architec-

ture, a key feature of which is the use of the multi-head attention mechanism and the 

absence of convolutional and recurrent layers. 

We plan to use a complex approach to build multilingual MT systems: 

 using various approaches to transfer knowledge from one language pair to another 

(for example, a fine-tuning neural network pre-trained on a more resource-rich lan-

guage pair/pairs; introducing a token to represent the source language at the level 

of the embedding layer of a neural network and learning a single multilingual neu-

ral network); 

 developing a common representation of word parts for all declared languages (for 

example, common byte-pair encoding elements for all languages); 

 using methods for training data augmentation, for example, back-translation algo-

rithm (using intermediate versions of the translator to increase the volume of paral-

lel data based on the translation of monolingual text corpora) and its modifications 



7 

that use the random sampling method instead of beam search to obtain translations 

with richer vocabulary; 

 development of methods for unification of collected parallel corpora for different 

language pairs, which will allow to use corpora available for other language pairs. 

It is proposed to use the structural and functional model of the Turkic morpheme 

[1] to include information on the relationship of grammatical roles performed by 

affixes in various Turkic languages into the training data. This information will al-

low at the initial stage of the corpus preparation to form uniform elements for mor-

phemes in different languages. 

4 Experiments and Results 

4.1 Data Collection 

The developed algorithms allowed us to run the process of data collection for all of 

the 7 language pairs. The current results show that the amount of data collected is 

substantial and can allow to build basic MT systems for most of the language pairs, 

Table 1–5. 

Table 1. Kyrgyz corpus statistics 

Source Initial Ru docs Initial Ky docs # of parallel sentences 

https://sti.gov.kg/  467 467 4 178 

http://www.kenesh.kg/ 7257 7265 36 389 

http://minjust.gov.kg/ 1789 1789 17 092* 

http://novosti.kg/ 50643 39952 36 517 

https://edu.gov.kg/ 1207 1207 21 140 

http://mineconom.gov.kg/ 509 509 5 856 

http://med.kg/ 480 408 1 370 

https://ru.sputnik.kg/news/ 42240 41834 43 874 

JW300 - - 276 866 

Total 426 190 

Table 2. Bashkir corpus statistics 

Source Initial Ru docs Initial Ba docs # of parallel sentences 

bash.news 58 267 24 753 1 006 

https://ufacity.info/ 681 681 5 219 

https://glavarb.ru/ 1886 2 369 3 366 

http://www.bashinform.ru/*   254 972 

http://bashdram.ru/ 1202 1 181 2 122 

https://house.bashkortostan.ru/ 1264 432 2 164 
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https://pravitelstvorb.ru/ 12 384 6 570 11 714 

JW300 - - 47 658 

Encyclopedia - - 24 692 

Total 352 913 

Table 3. Tatar corpus statistics 

Source Initial Ru docs Initial Tt docs # of parallel sentences 

tatar-inform.tatar 675 400 201 927 708 665 

https://tatarstan.ru/ 15 211 151 995 232 075 

https://kiziltan.rbsmi.ru/ 5 582 36 372 12 166 

JW300 - - 207 100 

Existing Ru-Tt corpus - - 982 537 

Total 2 142 543 

Table 4. Uzbek corpus statistics 

Source Initial Ru docs Initial Uz docs # of parallel sentences 

https://kun.uz/ 28 797 192 444 In progress 

www.uzdaily.uz 45 515 6 661 52 117 

https://www.gazeta.uz/ 34 840 17 834 In progress 

http://uza.uz/ 8 709 33 465 In progress 

http://xabar.uz/ 1 629 1 629 14 532 

Total 66 649+ 

Table 5. Crimean-Tatar corpus statistics 

Source Initial Ru docs Initial Crh docs # of parallel sentences 

https://www.crimeantatars.club/ 5 753 1 832 In progress 

OPUS-GNOME (Latin) - - 105 000 

OPUS-Ubuntu (Latin) - - 19 000 

Literature (9 books) - - Scanning 

Total 124 000+ 

For Chuvash-Russian we used private parallel corpus of 205 000 sentence pairs and 

for Kazakh-Russian – 5 million sentence pairs from WMT competition. 

4.2 Machine Translation Systems 

For the first experiment setup we chose the Transformer-Base architecture without 

usage of monolingual data. Four independent NN were trained with different seed 
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values, together with four right-to-left models used for rescoring giving us 8 NN en-

semble. 

The example of changing perplexity and BLEU during training process for one of 

the Russian-Bashkir NN presented in Fig. 5. 

 

Fig. 5. Perplexity and BLEU values during Russian-Bashkir NN training 

Experiments were conducted on DGX-1 workstation with eight 32GB V-100 GPUs. 

Marian toolkit [36] were used. The obtained results for all 8 NN ensemble, 4 left-to-

right NN ensemble, and for each of the left-to-right models presented in Table 6. 

Table 6. The quality of built MT systems for Test subcorpora 

Translation di-

rection 

Full 8 

NN en-

semble 

4 NN 

ensemble 

Model-1 Model-2 Model-3 Model-4 

Russian-Bashkir 45.7 45.3 42.7 43.8 43.1 42.6 

Bashkir-Russian 45.4 43.1 40.8 40.2 40.3 40.0 

Russian-Kyrgyz 19.7 19.2 16.7 17.6 17.7 18.4 

Kyrgyz-Russian 21.6 20.4 18.6 18.0 17.8 18.5 

Russian-Chuvash 21.9 21.3 18.1 18.3 18.1 18.2 

Chuvash-Russian 24.8 24.2 20.6 20.9 20.6 20.6 

Russian-Kazakh 48.2 49.0 45.6 47.8 43.9 46.3 

Kazakh-Russian 51.4 51.4 51.1 58.3 54.0 45.2 

The results of the first experiment proved the dependency between the size of training 

corpus and the quality of translation, but also we obtained very high results for sys-

tems, where we used small number of different data sources. This fact lead us to the 

impossibility of separating train and test subcorpus in terms of sources, so we just 

randomly divided sentence pairs. Therefore, there are no identical sentences in train-
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ing and testing parts, but they can be very similar and have almost identical lexical 

and grammatical features. Based on that we planned a new task for the second year of 

the project: to create a set of rules which can be then used to manually form testing 

corpora for Turkic-Russian languages. These corpora give us the possibility to objec-

tively compare different MT systems. 

5 Conclusion 

In this paper we presented the main ideas and first results of TurkLang-7 project: 

developed software tools, collected parallel data and NMT systems for Turkic-

Russian languages. We plan to continue data collecting process and to conduct fine-

tuning and data augmentation experiments using rule-based inter-Turkic translation 

system. 
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