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Abstract
The identification of Hate Speech in Social Media has received much attention in research recently. There
has been an ever-growing increase in demand particularly for research in languages other than English. The
Hate Speech and Offensive Content (HASOC) track has created resources for Hate Speech Identification
in three different languages namely Hindi, German, and English. We have participated in both Sub-tasks
A and B of the 2020 shared task on hate speech and offensive content identification in Indo-European
languages. Our approach relies on a combined model of multilingual RoBERTa (a Robustly Optimized
BERT Pretraining Approach) model with pre-trained vectors and a Random Forest model using Word2Vec,
TF-IDF, and other textual features as input. Our system has achieved a maximum Macro F1-score of
50.28% for English Sub-task A which is quite satisfactory relative to the performance of other systems and
secured 8th position among participating teams.
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1. Introduction

Accuracy and efficiency of any supervised classification method are heavily dependent on the
corpora on which it is trained to make the dataset a very important entity for such classification
tasks. Hate Speech as such is a topic that has attracted the attention of researchers time and again
resulting in several previous initiatives of corpora creation [1]. There has been significant work in
several languages, in particular for English. However, for languages other than English, such as
Hindi standard datasets are not available as such. There is a huge demand for resources for many
languages other than English. HASOC is such a shared task that developed a resource for three
languages altogether and which encourages attaining results in terms of multilingual research. In
this paper, we have proposed a model for the new HASOC task for hateful and offensive speech
classification on texts from three different languages (English, Hindi, and German). A combined
classifier model has been proposed, which uses the pre-trained multilingual model RoBERTa as
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the base for the contextual word representations and a 2 class sentiment analysis task. Among the
2 classes, the Hate and Offensive class are further classified into 3 classes by a Random Forest
classifier using textual features as input features.

The rest of the paper has been organized as follows. Section 2 describes the data on which the
task was performed. The methodology followed is described in Section 3. This is followed by the
results and concluding remarks in Section 4 and 5 respectively.

2. Data

The corpus that has been used for this task contains texts in 3 different languages namely English,
German, and Hindi, and consists of 3794, 2452, and 2963 tweets respectively. We have divided
the dataset in the ratio 80:20 for training and validation purposes respectively. The distribution of
data instances is given in Tables 1 and 2.

2.1. Sub-task A

The three possible categories established in the dataset under this Sub-task are:

• (NOT) Non-Hate-Offensive - This post does not contain any Hate speech, profane, offensive
content.

• (HOF) Hate and Offensive - This post contains Hate, offensive, and profane content.

Language Label Train Validation

English
NOT 1477 385
HOF 1588 374
All 3035 759

German
NOT 1474 377
HOF 487 114
All 1961 491

Hindi
NOT 1698 418
HOF 672 175
All 2370 593

Table 1: Distribution of the labels in the dataset in Sub-task-A

2.2. Sub-task B

The three possible categories established in the dataset under this Sub-task are:

• (HATE) Hate speech:- Posts under this class contain Hate speech content.

• (OFFN) Offensive:- Posts under this class contain offensive content.



• (PRFN) Profane:- These posts contain profane words.

Language Label Train Validation

English

HATE 124 30
OFFN 251 60
PRFN 1106 269

All 1481 359

German

HATE 85 17
OFFN 101 25
PRFN 292 72

All 478 114

Hindi

HATE 192 42
OFFN 369 96
PRFN 111 37

All 672 175

Table 2: Distribution of the labels in the dataset in Sub-task-B

3. Methodology

For HASOC Task, our method uses a RoBERTa model for classification of reviews in each
language into Hate and Offensive (HOF), Non- Hate, and offensive (NOT) sentiment labels. Then
a method based on a Random Forest classifier with Word2Vec embeddings and TF-IDF (Term
Frequency-Inverse Document Frequency) of commonly recurring words as input features were
used to further classify the HOF sentiment into (HATE) Hate speech, (OFFN) Offensive and
(PRFN) Profane. The workflow of our methodology is shown in Figure 1.

3.1. Preprocessing

It consisted of the following steps:

1. Replacing emojis and emoticons by their corresponding meanings [2]
2. Removing mentions
3. Removing URLs
4. Contracting whitespace
5. Extracting words from hashtags [3]
6. Normalizing numeronyms [4]

3.2. RoBERTa Model

RoBERTa is equipped with the BERT’s language masking method, i.e. the system intentionally
learns to predict sections of text which are hidden. Implementation of RoBERTa was done
in PyTorch. This allows modification of the key hyperparameters in BERT, which include



training with much larger mini-batches and learning rates and eliminating BERT’s objective
of next-sentence pre-training. This leads the path in the improvement of the masked language
modeling objective for RoBERTa compared with BERT and also leads to better downstream task
performance.
For the sentiment analysis task from the Huggingface team transformers library, the pre-trained
RoBERTa model has been accessed. XLM RoBERTa base model has been used for the task.
Since it has been pre-trained on 100 different languages, the same model could be used for all
three languages (Hindi, English, German) datasets. The RoBERTa base uses the BERT-base
architecture hence it has 12-layer, 768-hidden, 12-heads, 125M parameters. The pre-trained
RoBERTaTokenizer for the RoBERTa large model has been used to get the token representations.
The learning rate of 1𝑒 − 5 has been selected and the model is trained for 10 epochs. The batch
size has been set to be 32. For the training procedure, a Dropout Layer for some regularization
and a fully-connected layer for the output is used in the model. The Dropout Layer reduces
overfitting in the model by preventing complex co-adaptations on training data.

3.3. Random Forest Model

Different textual features are extracted from each of the text presents in the HOF and those
features are fed into a Random Forest classifier. The textual extracted features added to the model
for classification are:

1. The vector representations were obtained using Word2Vec.
2. The TF-IDF (Term Frequency-Inverse Document Frequency) [5] for the words that fre-

quently occur in the text are also added to the feature list. The TF computes the number of
times a word recurs in the dataset, and IDF computes the relative importance of the word
which depends on how many times the word can be found, and is added as features to filter
and reduce the size of the final output [6].

3. Normalized counts of words with positive sentiment, negative sentiment, and neutral
sentiment in the corresponding language by dividing with a word count of the corresponding
sentence [7].

4. Normalized Frequency of auxiliary verbs by dividing by word count of the sentence.
5. Subjectivity score of the text (calculated using predefined libraries) [8].

The features extracted through the various above mentioned processes are selected by using
the feature importance rankings for each feature. The features having a higher feature importance
ranking were added to train the Random Forest model. The predictions given by the model for the
test dataset were checked if they match with the HOF predictions given by the RoBERTa model.
All the predictions which align with the HOF predictions are given by the RoBERTa model were
kept as final outputs.



Figure 1: Overview of the methodology

4. Results

Our model secured 8𝑡ℎ and 23𝑟𝑑 positions in English Sub-task A and B respectively. For German
Sub-tasks A and B, our model secured 20𝑡ℎ and 14𝑡ℎ positions respectively and for Hindi Sub-task
A and B, our model secured 20𝑡ℎ and 16𝑡ℎ positions respectively. The performance of our model
in terms of Macro F1-score is shown in Table 3.

Sub-task English German Hindi
A 0.5028 0.3231 0.4599
B 0.1623 0.0984 0.1600

Table 3: Performance in terms of Macro F1-score for various tasks



5. Conclusion

We have presented the system that we have used for participating in the 2020 shared task on hate
speech and offensive content (HASOC) identification in Indo-European languages. Considering
previous approaches, our approach is a comparatively different approach in terms of architecture
as well as the methodology of feature extraction. It is a generalized and versatile framework
and has shown satisfactory performance among all participating systems during the HASOC
evaluations. In future works, we will further fine-tune the classification models to increase the
performance and we will further experiment with the model in other languages.
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