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ABSTRACT

The huge diffusion of social networks has made available an un-
precedented amount of publicly-available user-generated data,
which may be analyzed in order to determine people’s opinions
and emotions. In this paper we investigate the use of Bidirectional
Encoder Representations from Transformers (BERT) models for
both sentiment analysis and emotion recognition of Twitter data.
We define two separate classifiers for the two tasks and we
evaluate the performance of the obtained models on real-world
tweet datasets. Experiments show that the models achieve an
accuracy of 0.92 and 0.90 on, respectively, sentiment analysis and
emotion recognition.
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1 INTRODUCTION

In the last decade, the great diffusion of social networks, personal
blogs and review sites has made available a huge amount of
publicly-available user-generated content. Such data is considered
authentic, as in the above contexts people usually feel free to
express their thoughts. Therefore, the analysis of this user-genera-
ted content provides valuable information about the opinion
of users about a large variety of topics and products, allowing
firms to address typical marketing problems as, for instance,
the evaluation of custo-mer satisfaction or the measurement of
the impact of a new marke-ting campaign on brand perception.
Moreover, the analysis of customers’ opinions about a certain
product can be a driver for open innovation, as it helps business
owners to find out possible issues and can possibly suggest
new interesting features. For this reason, in the last years many
researchers (e.g., [10], [13], [22]) focused on techniques for the
automatic analysis of writer’s opinions and emotions, general-
ly referred to as, respectively, sentiment analysis and emotion
analysis.

Sentiment analysis is the process of automatic extraction of
writer’s opinions and their characterization in terms of polarity:
positive, negative and neutral. On the other hand, emotion analysis
has the goal of recognizing the emotion expressed in the text. This
task is usually more difficult than sentiment analysis given the
greater variety of classes and the more subtle differences between
them. Although in literature such tasks have been addressed
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through both lexicon-based [7] and learning-based approaches
[11], the latter have shown better performance in terms of classifi-
cation. For this reason, recent works have focused on large deep
learning models [32] [3]. In order to be accurately trained, such
models require large corpora of labelled data, which are usually
scarce and expensive to build [19].

As a consequence, pre-trained models that only need a fine-
tuning phase with a smaller dataset have been widely used. In
particular, many neural networks composed of a task-agnostic
pre-trained word embedding layer (e.g., GloVe [21]) and a task-
specific neural architecture have been proposed but the improve-
ment of these models measured by accuracy or F1 score has
reached a bottleneck [14]. Anyway, recent architectures based
on Trasformer [28] have shown further room for improvement.

In the present paper, we investigate the enhancement in terms
of classification accuracy of Bidirectional Encoder Representations
from Transformers (BERT) [6], one of the most popular pre-
trained language models based on Transformer, on both the tasks
of senti-ment analysis and emotion recognition. To this purpose,
we propose two BERT-based architectures for text classification
and we fine-tune them in order to evaluate their performance. In
the rest of the work we focus on data collected from microblogging
platforms and, in particular, from Twitter. The main reasons of
this choice are the wide availability of tweets (as opposed to, for
instance, Facebook posts, due to different data policies) and the
fact that such data are usually challenging to analyze due to the
presence of slang, typos and abbreviations (e.g., "btw" for "by the
way") and hence represent a good benchmark for text classifiers.

The rest of the paper is structured as follows: the next section
presents some relevant related work on sentiment analysis and
emotion recognition. The architecture of the models used for
both tasks is proposed in Section 3, while Section 4 reports the
results of the experimental evaluation of the models on real-
world datasets of tweets. Finally, Section 5 draws conclusions
and discusses future work.

2 RELATED WORK

2.1 Sentiment analysis

With the ever increasing amount of user generated content available
online, the field of automatic sentiment analysis has become a
topic of increasing research interest. As in many other field, deep
learning techniques are being widely used for sentiment analysis,
as demonstrated by the presence of various surveys regarding the
subject over the last years [12, 16, 24]. The first complex task that
sentiment analysis must tackle is the vector representation of
words, which is typically performed thorough word embeddings:
a technique which transforms the words in a vocabulary into
vectors of continuous real numbers.



The most commonly used word embeddings are Word2Vec !
and Global Vector (GloVe) [21].

Word2Vec is a neural network that learns the word embeddings
from text, and contains both the continuous bag-of-words (CBoW)
model [17] and the Skip-gram model [18]. Given a set of context
words (e.g. “the girl is _ an apple,” where “_” denotes the target
word) the CBoW predicts the target word (e.g., “eating”), conversely
the Skip-gram model, given the target word, predicts the context
words.

GloVe is trained on the non-zero entries of a global word-word
co-occurrence matrix, rather than on the entire sparse matrix or
on individual context windows in a large corpus.

Subsequent works have focused on further refining the idea
of embedding. In [26, 27] the authors proposed models that learn
sentiment-specific word embeddings (SSWE). In these embeddings,
the senti-ment information is embedded in the learned word
vectors as well as the semantic. The authors of [29] designed
and trained a neural network that learns a sentiment-related
embedding representation through the integration of sentiment
supervision both at document level and at word level. A further
refinement of semantics-oriented word vectors has been proposed
in [33] which integrates the word embedding model with standard
matrix factorization through a projection level.

2.2 Emotion analysis

Though there is not universal agreement over which are the
primary emotions of human being, the scientific community
is giving ever increasing attention to the specific problem of
emotion recognition.

In [30] a bilingual attention network model has been proposed
for code-switched emotion prediction. In particular, a document
level representation of each post has been built using a Long
Short-Term Memory (LSTM) model, while the informative words
from the context have been captured through the attention mecha-
nism.

In [1], the authors used distant supervision to automatically
build a dataset for emotion detection and trained a fine-grained
emotion detection system using Gated Recurrent Unit (GRU)
network.

Another approach [8] focused on learning a better representa-
tions of emotional contexts by using millions of emoji occurrences
in social media to pre-train neural models.

Even more recently a Bidirectional Encoder Representations
from Transformers (BERT) model has been proposed in [5]. This
pre-trained BERT model has provided, without any substantial
task-specific architecture modifications, state of the art performan-
ces over various NLP tasks.

In the sentiment analysis field, BERT has been mostly used in
aspect-based sentiment analysis such as in [15, 25, 31], while few
authors focused on emotion analysis.

In [2], the authors performed a comparative analysis of various
pre-trained transformer model, including BERT, for the text
emotion recognition problem. However, our work differs from
the previous as we evaluate the performance of the emotion
classification when applied to social content, which is usually
more challenging.

Ihttps://code.google.com/archive/p/word2vec/ https://code.google.com/archive/p/
word2vec/

3 MODEL

In this section we describe the proposed model for the tasks
of emotion and sentiment analysis. The model is built by fine-
tuning BERT on specific datasets of tweets developed for such
tasks. Since tweets usually contain words that are irrelevant for
text classification, a text preprocessing phase is needed in order
to remove:

e mentions: users often cite other Twitter usernames in their
tweets through the character '@’ in order to direct their
messages;

e urls: urls are very common in tweets, both for media (i.e.,
pictures and videos) and links to other webpages;

o retweets: users often resend tweets they consider relevant
to their followers. Retweets are usually marked with the
prefix "RT" and hence are easily identifiable.

After the preprocessing phase, data can be used as input to
train task-specific BERT-based models. The architecture of a
generic BERT model consists of a series of bi-directional multi-
layer encoder-based Transformers. Nowadays, several pre-trained
BERT models are available. Table 1 shows the main BERT models
as a function of the number of layers L (i.e. the number of
encoders) and the number of hidden units H. Smaller models are
intended for environments with limited computational resources,
since bigger models have a large number of trainable parameters:
a model of average size like BERT-Base has approximately 110
million trainable parameters, while BERT-Large has more than
340 million parameters.

Specifically, the reference model used in this work is the BERT-
Base, both in the uncased and the cased version. The uncased
version implies that text is converted to lowercase before the
word tokeniza-tion process (ex. Michael Jackson becomes michael
Jjackson) and accents are ignored. The architecture of the BERT-
Base model consists of 12 encoders, each composed of 8 layers: 4
multi-head self-attention layers and 4 feed forward layers. We
extended such model by adding a fully connected layer and a
softmax layer for classification, as reported in Figure 1. The
architecture is common to both the sentiment and emotion classi-
fiers: the only difference between the two models is represented
by the last softmax layer, in which the number of neurons is
equal to the number of classes (i.e., 3 for sentiment analysis and
4 for emotion recognition).

4 EXPERIMENTS

In this section we present some experimental results aimed at
evaluating the performance of the proposed BERT-based models.
The results for the emotion analysis and the sentiment analysis
tasks are discussed separately.

4.1 Experimental setting

The proposed models have been evaluated through two different
datasets, namely Go et al. [9] for sentiment analysis and the Tweet
Emotion Intensity dataset [20] for emotion recognition. The same
criteria have been used for the experiments: in particular, each
dataset has been split through a stratified sampling into train
(80%), dev (10%) and test (10%) set. Moreover, we tested both the
uncased and the case version of BERT. Experiments have been
performed on a laptop with 2x2.2GHz CPU, 8GB RAM and a
Nvidia Geforce 740M graphics card: execution times reported in
the following subsections refer to such hardware configuration.

We evaluated the model by means of two metrics: classification
accuracy and Fy score. Let x;; be the number of data belonging
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Table 1: BERT pre-trained models

BERT Models H=128 H=256 H=512 H=768 H=1024
L=2 BERT-Tiny - - - -

L=4 - BERT-Mini  BERT-Small - -

L=8 - - BERT-Medium - -
L=12 - - - BERT-Base -
L=24 - - - - BERT-Large
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Figure 1: The architecture of the proposed classification
model.

to j-th class which have been classified as i-th class. Let C be
the number of classes and N be the total number of data. The
accuracy achieved by a classifier is computed as:

C
1
accuracy = N Z Xij (1)
i=1

Precision and recall of i-th class are determined as follows:
Xij

precision; = C (2)
X xij
J=1
Xii
recall; = 2 (3)
2 Xji
Jj=1
F1 score of i-th class is equal to:
recision; - recall;
Fi=2- precision; - recalti (4)

precision; + recall;

Therefore, the F; score achieved by a classification model is
defined as the average of Fy;:

lC
F:— F 5
i C;n ®)

4.2 Emotion analysis

In order to evaluate the performance of the proposed architecture
on the emotion analysis task we considered the Tweet Emotion
Intensity dataset, which consists of 6755 tweets labelled with
respect to the following four emotions: anger, fear, happiness,
sadness. Since samples in the original dataset were not equally
distributed among classes, we balanced the training set by applying
the undersampling technique. In particular, we randomly chose
1300 tweets from each class. We also filtered out 974 meaningless
tweets, e.g. tweets only containing non-ASCII characters or very
short tweets. As a result, we obtained a training+dev set of 5200
equally distributed tweets and a test set of 581 tweets with the
class distribution reported in Figure 2.
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Figure 2: Tweet Emotion Intensity dataset: class

distribution of the test set.

Each occurrence in the dataset is associated not only with
a label emotion but also with a parameter called intensity, that
represents the intensity of the emotion. Specifically, this parameter
is a value between 0 and 1 that indicates the degree of intensity
with which the author of the tweet felt that emotion. In Figure 3
it is shown the histogram of the occurrences for different lengths
(in characters) of tweets; the length of 452 characters represents
the upper-bound of lengths present in the dataset and is actually
an isolated case given by a single tweet, while the average length
ranges between 9 and 50 characters. Since the model requires
defining a maximum length for the sequence of input characters
(the max_seq_length parameter), analyzing the histogram we
decided to set max_seq_length=95.

After a preliminary phase of hyperparameter tuning aimed
at determining the best values for the hyperparameters of our
model, we trained our classifier by using the values reported in
Table 2.

Training required about 5°30"/epoch, while the prediction of
the emotion related to a tweet in test set took approximately 0.4
seconds. We trained the model for a variable number of epochs,
ranging from 1 to 6. The reason for choosing such a small number
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Figure 3: Histogram of the occurrences for
different lengths (in characters) of tweets. Source:
saifmohammad.com

Table 2: Optimal hyperparameters for the emotion
recognition task.

Hyperparameter Value
learning_rate 2e-5
train_batch_size 8
eval_batch_size 8
max_seq_length | 95
adam_epsilon le-8

of epochs is the fact that pre-trained models usually need a short
fine-tuning phase in order not to overfit the data.

We evaluated both the uncased and the cased version of BERT-
Base by using the same hyper-parameter configuration. Training
and validation loss in function of the number of epochs are
reported, respectively, in Figure 4 for the uncased version and in
Figure 5 for the cased one. It has to be noticed that,in line with
expectations, in both cases the optimal training is reached in
only 2 epochs. In fact, starting from the third epoch, even if the
training error diminishes, the validation loss begins to increase:
a phenomenon which is usually correlated with overfitting.
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Figure 4: Uncased BERT for emotion recognition:
Training and validation loss over epochs

The confusion matrices for the uncased and cased version are
respectively shown in Table 3 and 4. The uncased BERT has
accuracy = 0.89 and F = 0.89, while the cased version has accuracy
=0.90 and F1=0.91: hence, the cased version shows slightly higher
performance. Table 4 shows that the happiness class has the
highest precision, while the highest recall is reached by the
sadness class, which has also the best average metrics. Happy
tweets seems to be the most difficult to be detected, since the
happiness class has the lowest recall (0.85). Anyway, the difference
with other classes is rather small. Generally speaking, the perfor-
mance of the classifier seems promising, especially considering

Cased BERT-Base
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Figure 5: Cased BERT for emotion recognition: Training
and validation loss over epochs

that the classification of tweets is often very challenging (see
Section 1).

4.3 Sentiment analysis

The performance of the sentiment analysis classifier has been
evaluated on the dataset proposed by Go et al. [9]. Such dataset is
composed of a training set of 1,600,000 tweets annotated through
distant supervision (by considering emoticons in text) and a test
set of 430 manually-annotated tweets. We only considered the
latter, since that dataset has been annotated by humans and
hence it is more reliable. Each tweet has been annotated with
respect to its polarity (i.e., positive, negative or neutral); the
class distribution is reported in Table 5. The dataset is slightly
imbalanced and the neutral is the minority class. However, it
does not represent a problem since we are more interested in
detecting emotion-bearing tweets.

Coherently with the approach proposed in Section 3, we prepro-
cessed the dataset in order to remove noisy words like links,
hashtags, retweets and mentions. Similarly to Section 4.2, we
analyzed the length (in terms of characters) of each tweet. In
this case, we set max_seq_length=82, since tweets were shorter
than those in the Tweet Emotion Intensity Dataset on average.
We performed a phase of hyperparameter tuning through a grid
search and we determined the best configuration (see Table 6).

Due to the smaller size of the dataset, the time required by
training was smaller: in particular, it took about 1’15"/epoch. We
trained the model for a variable number of epochs - from 1 to 6
- and we noticed a behavior similar to the emotion recognition
task. As it can be observed in Figures 6 and 7, the validation loss
reached its minimum value after a single epoch, then started to
increase, probably due to overfitting. A possible explaination of
such phenomenon is that the dataset was small if compared to
the number of parameters of the model and hence the classifier
rapidly overfitted. Anyway, further investigations with larger
datasets are required.

The confusion matrices for the uncased and cased version are
respectively reported in Table 7 and 8. In this case, the uncased
and cased BERT have similar performance, both in terms of
accuracy (0.92) and F; (0.92), hence the cased version provides
no improvement over the cased one.

It can be observed that the largest part of misclassified tweets
is composed by emotion-bearing text that are, instead, classified
as neutral. This phenomenon can be justified by considering that
there are sentences that are weakly polarized (e.g., for the lack of
strongly polarized adjectives, such as "wonderful" or "ugly") and



Table 3: Uncased BERT: confusion matrix for the emotion recognition task

Actual Happiness Actual Anger Actual Sadness Actual Fear
Predicted Happiness 131 3 0 10
Predicted Anger 10 127 3 10
Predicted Sadness 6 3 122 0
Predicted Fear 11 5 2 138
Recall 0.83 0.92 0.96 0.87
Precision 0.91 0.85 0.93 0.88

Table 4: Cased BERT: confusion matrix for the emotion recognition task

Actual Happiness Actual Anger Actual Sadness Actual Fear
Predicted Happiness 135 2 0 6
Predicted Anger 7 121 3 4
Predicted Sadness 9 2 122 1
Predicted Fear 7 2 2 147
Recall 0.85 0.88 0.96 0.93
Precision 0.94 0.90 0.91 0.93

Table 5: Class distribution of the test set proposed by Go
et al.

Class Occurrences
Positive 157
Neutral 117
Negative 156
Total 430

Table 6: Optimal hyperparameters for the sentiment
analysis task.

Hyperparameter Value
learning_rate le-5
train_batch_size 8
eval_batch_size 8
max_seq_length | 82
adam_epsilon le-7
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Figure 6: Uncased BERT for sentiment analysis: Training
and validation loss over epochs

sentences containing slang, which are really difficult to properly
classify. It is remarkable that polarity inversions, i.e. positive
sentences classified as negatives and vice versa, are quite rare
(1.8%). In fact, polarity inversions are usually more costly in

Cased BERT-Base
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Figure 7: Cased BERT for sentiment analysis: Training
and validation loss over epochs

terms of classification error as they correspond to completely
misrepresent the user’s opinion. Such performance can be compared
to those presented in [9], where traditional machine learning
algorithms are applied to the same dataset. It can be noticed
that the best model proposed in [9], i.e., SVM, has an accuracy
of 0.82. Therefore, the use of BERT leads to a remarkable 0.10
improvement in terms of accuracy.

5 CONCLUSION

The goal of this work was the evaluation of the use of Bidirectional
Encoder Representations from Transformers (BERT) models for
both sentiment analysis and emotion recognition of Twitter data.
We defined an architecture composed of BERT-Base followed
by a final classification stage and we fine-tuned the model for
the above-mentioned tasks. We measured the performance of
our classifiers by considering two datasets of tweets and we
obtained a remarkable 92% accuracy for sentiment analysis and
a 90% accuracy for emotion analysis, from which it was possible
to deduce that BERT’s language modeling power significantly
contributes to achieve a good text classification.

In future work, we plan to improve the performance of our
classifiers by determining the best number of layers and neurons
in the final classification layers (i.e., fully connected layers) .
We also intend to extend the experimentation by considering



Table 7: Uncased BERT: confusion matrix for the sentiment analysis task

Actual Negative Actual Neutral Actual Positive
Predicted Negative 141 3 4
Predicted Neutral 11 112 10
Predicted Positive 3 3 143
Recall 0.91 0.95 0.91
Precision 0.95 0.84 0.96

Table 8: Cased BERT: confusion matrix for the sentiment analysis task

Actual Negative

Actual Neutral Actual Positive

Predicted Negative 141 2 5
Predicted Neutral 12 112 9
Predicted Positive 3 3 143
Recall 0.90 0.96 0.91
Precision 0.95 0.84 0.96

larger datasets, such as the SemEval 2017 Task 4 [23] dataset
for sentiment analysis and the EmoBank [4] dataset for emotion
analysis. This is particular important for the sentiment analysis
task, in which we observed a repentine increment of the validation
loss after the first epoch, probably due to overfitting. Although

the models reach high accuracy and the approach seems promising,

a comparison with other state-of-the-art classifiers will be useful
to thoroughly evaluate the performance of our approach. We also
intend to investi-gate the impact of BERT-Base by replacing it
with other BERT distributions (e.g., BERT-Large) or traditional
word embeddings, such as Word2Vec [17] or GloVe [21].
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