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Abstract  
Digitization is transforming all aspects of education. Learner’s interactions with their online 
and offline learning environment lead to a trail of data that can be used for the purpose of 
analysis. Learning analytics (LA) and Educational data mining and (EDM) are emerging fields 
that attempt to develop methods to confront an abundance of data from the educational domain 
in order to optimize learning and leveraging decisions related to learning, teaching, and 
educational management. EDM/LA techniques interpret such enormous data and turn it into 
useful action. It provides insight to teachers to improve teaching, to understand learners, to 
identify difficulties faced by learners, and to provide meaningful feedback to learners thereby 
improving the learner’s performance. This paper aims to compare different EDM/LA 
techniques and to identify their potential strength and weaknesses that are applied in the 
educational domain to predict the student’s performance. 
 
Keywords  1 
Educational data mining, learning analytics, machine learning, supervised learning, 
unsupervised learning.  

1. Introduction 

Technology is evolving rapidly [1]. This technological advancement leads to the generation of 
tremendous amounts of data and it becomes an integral part of all sectors [2]. The educational sector is 
no exception. Big data in the field of the education sector provides unprecedented opportunities for 
teachers and educational institutes. The exploration and analysis of an enormous amount of data so that 
significant patterns can be discovered is called Data mining (DM). It can also be defined as “a non-
trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns 
from data” [3]. The DM techniques when applied to the data gathered from the educational domain to 
extract knowledge is called Educational data mining [4]. One of the significant areas of interest for 
researchers in EDM is the prediction of student’s performance. Timely predicting student’s 
performance helps in identifying poorly performing students thereby helping teachers to provide early 
intervene. EDM/LA techniques like classification, clustering, association analysis, prediction are used 
to transform raw data into significant information. Computational advancements in data mining and 
learning analytics have helped this effort significantly [5]. Considering the importance of various 
techniques for predicting student’s performance detailed comparative analysis of these techniques 
would be valuable. The sections that follow are listed as methodology is described in Section-2; Results 
are summarized in section 3; the conclusion is summarized in section 4.     

2. Methodology 

This paper performed a comparative analysis of various techniques used for predicting student 
performance.  
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For this purpose, relevant articles were identified, selected, evaluated critically using several criteria, 
and then finding were integrated. Few Research questions were formulated to streamline our 
contribution, which are: 

 
RQ-1 What EDM/LA techniques are used for predicting student performance? 
RQ-2 Comparative analysis of various techniques on the different facet that includes their strength, 

weaknesses, and accuracy. 
 
To assess and address the above-mentioned Research Questions, we have adopted the PICO model 

[6] that consists of 4 key components namely population, intervention, comparison, and outcomes. 
Details of the PICO components of this paper are given in the Table 1. We have searched three databases 
namely Scopus, IEEE, and Science Direct for the articles published from 2016 to 2020. 

 
 

Population Articles predicting student’s 
performance  

Intervention EDM/LA techniques 
Comparison Comparative analysis of EDM/LA 

techniques 
outcomes Effectiveness, the accuracy of the 

techniques 
 
The search string used for the search is  
(Prediction OR forecast OR predict) AND (techniques OR methods OR framework) AND 

(student’s performance OR retention OR at-risk) AND (Engineering OR Higher education) AND (data 
mining OR machine learning OR Learning analytics) 

 
To obtain relevant results, the syntax of the string was modified slightly for each database. The 

articles identified through database searching were evaluated using inclusion and exclusion criteria. 
Inclusion criteria included articles that explicitly predict student’s performance/predictive 
models/techniques/methods, considered only journal articles, full text is available for analysis, focus on 
empirical studies, articles in the domain of higher education. Articles not written in English, conference 
articles, full text not available were excluded. 

 
Figure 1: PRISMA flow chart of methodology [7]. 
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3. Results  

In this section, we describe the details of the reviewed articles, EDM/LA techniques used for 
predicting student’s performance, and comparative analysis of various techniques on the different facets 
that include their strength, weaknesses, and accuracy. Regression and Classification techniques are the 
most commonly used techniques in educational data mining and learning analytics. It is the supervised 
learning method that analyzes a set of data and classifies data into a different predefined set of classes. 
In the context of higher education, this approach has been used to determine or predict student’s success 
or failure by identifying the patterns from the student’s learning activities with online learning 
resources. Classification techniques can be used to predict student’s performance, to predict students 
at-risk or retention [8-10], students dropout prediction [11,12], predict student’s achievement [13], 
predict which students would likely submit their assignments [14], assessing student’s engagement 
during the course [15]. In this section, we have discussed various techniques used for predicting 
student’s performance. 

 
 

 
Figure 2: Distribution of techniques used for Predicting students’ performance 
 

 
Figure 3: Distribution of datasets used for predicting student’s performance 
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3.1. k-NN 

K- nearest neighbor is supervised machine learning algorithm. It is the simplest yet powerful 
technique that can be used for both classification and regression predictive problems. The basic concept 
of KNN is to classify the test data in a given dataset by using feature similarity. It calculates the distance 
(closeness or proximity) between the test data and each training data in the dataset. Then it performs 
the majority voting and classifies the test data by the majority votes of neighbor classes. The distance 
can be calculated by using various distance functions like Euclidean, Cosine, Chi-square, Minkowsky, 
etc [38-42]. 

3.2. Naive Bayes 

Naive Bayes is a classification algorithm that assumes that the predictor variables are independent 
of each other. The base of the naive Bayes is the Baye's theorem which is derived from the conditional 
probability. Bayesian theorem gives an equation for computing posterior probability P1(c1|x1) from 
P1(c1), P1(x1), and P1(x1|c1). 

𝑝1(𝑐1|𝑥1) =
𝑝1(𝑥1|𝑐1)𝑝1(𝑐1)

𝑃1(𝑐1)
 

 
P1(c1|x1): the posterior probability of type (c, target) provided predictor (x, attributes), P1(c1): the 

previous probability of a class, P1(x1|c1): the perspective, which is the probability of predictor given 
class, P1(1x): the previous probability of predictor. It classifies the test data by computing conditional 
probability with feature vectors x1, x2…., xn which belong to particular class Ci. Naive Bayes 
algorithms can be applied in recommendation system spam filtering, sentiment analysis [43-48]. 

3.3. Logistic Regression 

LR is a statistical method that can be used for binary classification problems. It assumes that classes 
are almost linearly separable. It uses a logistic function also called the sigmoid function which is used 
to map predicted values to probabilities. It utilizes a logit function for predicting the probability of 
occurrences of a binary event [49-53]. 

3.4. Linear Regression 

It is a supervised learning process. It finds the function which predicts for given X predicts Y where 
Y is continuous.  

F(X)→ Y 
Many types of functions can be used. The simplest type of function is a linear function. X can 

comprise a single feature or multiple features.  The basic concept of linear regression is to find a line 
that best fits data. The best fit line means the total prediction error for all data points is as small as 
possible. The error is the distance between the point to the regression line [54-58]. 

3.5. Support Vector Machine 

It is a very popular machine learning technique. It can be used to perform both classification and 
regression. The core idea of SVM is that it tries to find out a hyperplane that separates two classes as 
widely as possible. In other words, it finds the hyperplane that maximizes the margin. As margin 
increases the generalization accuracy increases. The points through which the hyperplane passes are 
called support vectors. The variations to SVM are linear SVM, Polynomial kernel SVM, Radial Basis 
Function SVM [24][25][38][58][59]. 
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3.6. Decision Trees 

A decision tree is not a distance-based method. It can be used for both regression and classification 
both. Though, it is mostly used for classification. DT naturally extended to do multi-class classification. 
The structure of DT is in the form of a tree. Decision nodes and leaf nodes are the two types of nodes 
in DT. Starting with the root node, it checks the conditions and accordingly goes to the matching branch 
and continues till it reaches the leaf node. The predicted value will be at the leaf node [60-69]. 

3.7. Random Forest 

Random Forest is basically a bagging technique. In this, some of the row samples and feature 
samples are taken and given to one of the many base learners. In a random forest base, learners are 
decision trees. This step is basically bootstrap. After this aggregation is done by using majority voting 
[70-73]. 

 
Table 1: Papers on prediction of student’s performance 

Paper 
No.  

Objective 
  

Predictive 
Model/Technique
/Method 

Evaluation Data Set 
used 

Mode  

[9] Identifies the students who 
are at-risk of a course 
failure, early prediction of 
the students who are at-risk 
and withdrawal from the 
course and identifies 
patterns of students who 
pass with distinction 

Logistic 
Regression 
SVM 
Deep ANN 
classification 
model 

Deep ANN 
classificatio
n model 
achieved 
93% 
accuracy. 
 

Open 
University 
Learning 
Analytics 
(OULA) 

Online 
(VLE) 

[11] The objective is to predict 
whether a student will drop 
out of a course 

LOGIT_Act 
knowledge 
discovery system. 
It uses logistic 
regression 
modeling and 
classification. 

LOGIT_Act 
Knowledge 
System 
achieves an 
accuracy of 
97.13% 

Activity 
data from 
Moodle 
DB of 
Madrid 
Open 
University 

 
 

MOODLE 

[12] Predict dropout by using an 
integrated framework with 
feature selection, feature 
generation. 

FSPred Framework 
which uses  
FEATURE 
SELECTION + 
logistic regression 
model 

F1 score of 
FSPred is 
84.69 
 

XuetangX 
for KDD 
CUP 2015 

MOOC 

[13] The objective is to design a 
student achievement 
predicting framework using 
A layer-supervised multi-
layer perceptron (MLP) 
Neural Network-based 
method.  

SVM, NB, LR, MLP, 
MLP- Neural 
Network-based 
method. 
 

F1 score of 
MLP Neural 
Network 
based 
method is 
81.3% 

University Tradition
al 
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[24] An innovative two-stage 
approach is proposed and 
evaluated the effectiveness 
of it by applying the 
approach using two 
different but 
complementary datasets. 

Gaussian RBF 
kernel and the 
polynomial kernel 
were applied to 
the RF, Deep 
Neural Network, 
SVM. 

95.53% 
accuracy 
achieved by 
Deep Neural 
Network  

Higher 
education 
data set 

Moodle 
learning 
manage
ment 
system 

[25] Simple model Gradual At-
risk (GAR) is presented, to 
identify at-risk students.  

Support Vector 
(SV), K-Nearest 
Neighbors (KNN), 
Decision Tree 
(DT)-CART, Naïve 
Bayes (NB) 

SVM 
achieved an 
accuracy of 
92.41% 

Universita
t Oberta 
de 
Catalunya 

UOC LMS 

[26] Two models have proposed 
naming the learning 
achievement model and the 
at-risk student model  

Generalized Linear 
Model (GLM) and 
Gradient Boosting 
Machine 
(GBM)AdaBosst 
algo, Multi-Layer 
Perceptron 
(NNET2), 
Feedforward 
Neural Network 
with a single 
hidden layer 
(NNET1), Random 
Forest (RF). 

Gradient 
Boosting 
Machine 
(GBM)AdaB
osst algo 
achieved 
the highest 
accuracy 
that is 89.4% 

Harvard 
University 
and 
Massachu
setts 
Institute 
of 
Technolog
y online 
courses, 
Open 
University 
online 
courses. 

VLE 

[27] Predict the possibility of 
drop out students by 
implementing machine and 
statistical learning method 
using deep neural network 

logistic regression, 
a multilayer 
perceptron 
algorithm 

Accuracy=7
7%,  

University 
in Taiwan 

Universit
y’s 
Institutio
nal 
Research 
Database
; 

[28] The aim is to discover the 
impact of online activity 
data and assessment grades 
in the LMS on student’s 
performance 

Sequential 
minimal 
optimization 
(SMO), logistic 
regression, 
multilayer 
perceptron (MLP), 
decision tree (J48), 
random forest  

Random 
Forest 
achieved 
the highest 
accuracy i.e 
99.17% 

Deanship 
of E-
Learning 
and 
Distance 
Education 
at King 
Abdulaziz 
University 

LMS 

[29] Use of DM techniques to 
predict students’ academic 
performance and to help to 
advise students  

Decision tree, 
Naive Bayes 

J48 achieve 
the highest 
accuracy 
that is 
84.38% 

Umm Al-
Qura 
University 
in Makkah 

Tradition
al 

[30] Developed “University 
Students Result Analysis 
and Prediction System” 

decision tree 
algorithms: J48, 

Accuracy of 
J48 is 

university 
student 
database, 

Tradition
al 
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REPTree, and 
Hoeffding Tree 

highest i.e 
85.64% 

from 
students 
through 
Google 
doc survey 

[31] 
 

Proposed a Multi-task 
learning framework finding 
out the performance of 
students and “mastery of 
knowledge points” in 
MOOCs   

using online behavior 
based on assignments. 
 

“Multi-task multi-
layer LSTM with 
cross-entropy as 
the loss function”, 
M-S-LSTM, M-F-
LSTM standard 
multi-layer 
perceptron (MLP), 
LSTM, standard 
logistic regression 
(LR), naïve Bayes 
(NB). 

The 
proposed 
model 
achieved F1- 
score=93.59 

University MOOC 

[32] Proposed deep LSTM to find 
out students at-risk by 
converting the problem into 
a sequential weekly format. 

deep LSTM model, 
SVM, Logistic 
Regression, ANN 

The 
proposed 
model 
achieved 
90% 
accuracy 

OULA VLE 

[33] Aim to analyze various EDM 
techniques for improving 
the accuracy of prediction 
in a university course for 
student academic 
performance. 

Random Forest 
(RF), k-Nearest 
Neighbour (k-NN), 
Logistic 
Regression Naïve 
Bayes. 

Random 
forest 
achieved 
the highest 
accuracy i.e 
88% 

University Tradition
al 

[34] Applied ML methods to find 
out the final grades of 
students using their 
previous grades. 

Decision tree 
algorithm 

Accuracy is 
96.5% 

engineeri
ng degree 
at an 
Ecuadoria
n 
university 

Tradition
al 

[35] Behavioral data analyzed 
based on a learning 
management system used 
for distance learning 
courses in a public 
University. Predictive 
models have been 
developed, analyzed, and 
compared. 

Naïve Bayes (NB), 
Support Vector 
machine (SVM), 
Logistic regression 
(LR), CART-
Decision Tree  

Logistic 
Regression 
achieved 
the highest 
accuracy 
that is 89.3% 

University 
of 
Pernambu
co 
Distance 
Learning 
Departme
nt 
(NEAD/UP
E) 

Moodle 
LMS 
platform 

[36] Predicting student 
academic performance 
using “multi-model 
heterogeneous ensemble” 
approach 

Decision tree (DT), 
(ANN) artificial 
neural network, 
and (SVM) Support 
Vector Machine, 

Ensemble 
method 
the hybrid 
model 
achieved 
the highest 

The 
University 
of the 
West of 
Scotland 

LMS and 
(SRS)Stud
ent 
record 
system 
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an Ensemble 
method 
hybrid model  

accuracy 
that is 
77.69% 

question
naire 

[37] Predict the performance of 
students before the 
completion of the course. 
Analyzed the progress of 
the students throughout 
the course and combine 
them with prediction 
results. 

Decision Tree, 1-
Nearest 
Neighbour, Naive 
Bayes, Neural 
Networks, 
Random Forest 
Trees 

Naive Bayes 
achieved 
the highest 
accuracy 
that is 
83.6%, 

Informatio
n 
Technolog
y 
Engineeri
ng 
University
, Pakistan. 

Tradition
al 

 
 

Table 2: Advantages and Disadvantages of various techniques used in predicting student’s 
performance 

Predicting Techniques Advantages Disadvantages 

k-NN [16] [38-42] Simple algorithm and easy to 
understand, interpret & 
implement. 

As no assumption of data 
therefore helpful for nonlinear 
data. 

A versatile algorithm as it can 
be used for both regression & 
classification both. 

 

As it stores all training data it 
becomes a computationally 
expensive algorithm and 
requires high memory storage. 

When the size of N increases 
the prediction becomes slow. 

k-NN fails if data points in the 
dataset are randomly spread. 

If the data point is far away 
from the points in the dataset 
then it is not sure for its class 
label. 

Not good for low latency 
systems.  

Naïve Bayes [17] Simple to understand and 
implement. 

If conditional independence of 
features is true then Naïve 
Bayes performs very well. 

Useful algorithm for high 
dimensions for example text 
classification, email spam. 

Extensively used when we 
have categorical features 

Run time complexity, training 
time complexity, run time-
space complexity are low. 

Interpretability is good.  

If conditional independence of 
features is False then Naïve 
Bayes performance degrades. 

Seldom is used for real-valued 
features. 

Easily overfit (means if data 
slightly changes model changes 
drastically) if you don’t use 
Laplace smoothing. 
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Logistic Regression [18] Perform well if classes are 
almost linearly separable. 

Model interpretability is easy 
as we can determine feature 
importance. 

For small dimensionality, it 
performs very well, Memory 
efficient and it has less impact 
on outliers because of a 
sigmoid function. 

If classes are not almost 
linearly separable then logistic 
regression fails. 

If dimensionality is large then it 
is prone to overfit and has to 
apply L1 regularize. 

 

Linear Regression [19] Simple to implement. 

Model Interpretability is easy. 

Perform very well for a linearly 
separable dataset. 

The impact of Overfitting can 
be reduced by using 
regularization. 

The high impact of outliers.  

Multicollinearity must be 
removed before applying LR. 

Prone to underfitting. 

 

Support Vector Machine [20] The real strength of SVM is the 
kernel trick, with the right 
kernel/ appropriate kernel 
function SVM solves complex 
problems. 

Very effective when the 
dimensionality is high. 

Can do linearly inseparable 
classification with global 
optimal.  

 

Not easy to find the right 
kernel/ appropriate kernel 
function. 

Training time complexity is 
high for a large dataset. 

Difficult to interpret and 
understand the model as we 
cannot find feature importance 
directly from the kernel. 

For RBF with small sigma, 
outliers have a huge impact on 
the model. 

Decision Tree [21] High Interpretability 

Need not to perform feature 
standardization or 
normalization. 

Feature logical interaction is 
inbuild in DT. 

DT naturally extended to do 
multiclass classification. 

Feature importance is 
straightforward in DT. 

Space efficient. 

In case of imbalanced data, we 
have to balance the data and 
then apply DT. 

For large dimensionality time 
complexity to train DT 
increases dramatically. 

If a similarity matrix is given, 
then DT does not work as DT 
needs the features explicitly. 

As depth increases the 
possibility of overfitting 
increases, interpretability 
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decreases, and the impact of 
outliers can be significant. 

Random Forest [22] Robust to outliers. 

Need not to perform feature 
standardization or 
normalization 

Feature logical interaction is 
inbuild in RF. 

RF naturally extended to do 
multiclass classification. 

Feature importance is 
straightforward in RF. 

Does not handle large 
dimensionality very well. 

Does not handle categorical 
features with many categories 
effectively. 

Train time complexity is high. 

Ensembled Methods [84-91] Captures linear and nonlinear 
relationships in data. 

Robust and stable model. 

It minimizes noise, bias, and 
variance. 

 

Interpretability of the model 
reduces due to increased 
complexity. 

Train time is more. 

Difficult to select a model to 
ensemble. 

Neural Network [23] [74-83] Non-linear program. 

Operates with insufficient 
data. 

Capable of updating and 
reasoning. 

The required large information 
for training. 

Do not assist mixed variables. 

Black box nature. 

 

4. Critical Analysis 

 The Comparative analysis shows that the techniques used to find out the student’s performance 
are quite indecisive as different authors present different results. 

 It is also evident from the comparative analysis of the data that mostly the authors have used 
supervised learning techniques whereas a few authors have chosen the unsupervised learning 
techniques for predicting the performance of the students. So, there should be more emphasis 
on the use of unsupervised learning techniques by the researchers. 

 It shows that the Decision tree is a mostly used technique by authors followed by neural network 
and regression. 

 It is also evident from the comparative analysis that most authors predicted student’s 
performance at the university level. 

5. Conclusion 

In this paper, we have reviewed EDM/LA techniques and their strengths and weaknesses for 
predicting student performance. From the analysis of these papers, we can draw some conclusions. 

The comparative analysis indicates ambivalent results on techniques that can best predict student’s 
performance. Asif et al., [37] showed that for predicting student’s performance Naïve Bayes achieved 
the highest classification accuracy at 83.6%. However, Rodrigues et al., [35] noted that logistic 
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regression outperformed the decision tree (CART), support vector machine, Naïve Bayes with 89.3% 
prediction accuracy. Moreover, Adejo et al., [36] indicated that the ensembled hybrid model achieved 
the highest prediction accuracy at 77.69% as compared to DT, ANN, SVM. According to Ramaswami 
et al., [33] Random Forest outperformed NB, LR, K-NN with 88% prediction accuracy. Baneres et al., 
[25] noted that SVM achieved the highest prediction accuracy with 92.41% as compared to however it 
is SV, KNN, CART, NB. Hung et al., [24] noted that deep NN achieved 95.53% prediction accuracy 
and outperformed RF, SVM. However, it is indecisive which technique predicts the student’s 
performance more accurately as different authors present different results. It is evident from the 
reviewed papers that DT (22%) is a mostly used technique by the authors for predicting student’s 
performance followed by neural network and regression. In addition to Random Forest, SVM, NB, 
Ensemble methods have also been used. Moreover, it is evident from the data collected for this paper 
that most authors used supervised learning techniques whereas only a few authors (2%) used 
unsupervised learning techniques for the prediction of student’s performance. It is an opportunity for 
the researchers to conduct further research in unsupervised learning techniques. Also, 52% of the papers 
reviewed have predicted student’s performance at the university level. It would be encouraging for the 
researcher to apply the same working line of predictive techniques on Blended, VLE, LMS, MOODLE, 
MOOC environments. 
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