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Abstract. News is fundamental to share interesting and relevant facts
for public knowledge. However, unreliable sources produce fake and bi-
ased information, releasing content without proper fact-checking. The bi-
ased content attends to a massive disclosure on the internet and sociopo-
litical tendencies. Consequently, the identification of inaccurate news
minimizes the damage to public entities. Therefore, against the mis-
information, the fact-checking agencies investigate the trending news.
Regarding the investigation, manual checking is slow and expensive. To
filter these demands, we propose an automated method using linguis-
tic components, supporting fake content identification. Our approach
applies Machine Learning using POSTag+NER sequences. In the inter-
domain analysis, our method achieves 71% in the F1 measure for fake
news detection.

Keywords: Fake News Detection - Natural Language Processing - En-
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1 Introduction

The information acquired through the internet made the news agencies more
dynamic. The duality of the news immediacy and the social networks’ textual
summaries increase the disclosure of unlawful, defamatory, threatening, false,
or misleading content shared without verification [22]. However, these contents
frequently origin from unreliable sources, generating content leaned to political

or social entities.
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The untruth inside news articles impacts the common knowledge, reflecting
on public entities or social traditions [23]. The Covid-19 pandemic crisis empha-
sizes the misinformation problem. Fake news widespread worse the worldwide
situation causing denial, self-medication and, political attacks [8,13]. However,
the countries study to treat the major unlawful consequences of fake information
considering the freedom of expression rights. These concerns highlight the core
problem of fake news, the subjective details that characterize a fact as truth or
false [25].

Despite the subjectivity, we study methods to identify fake news among
widespread topics using linguistic features. The linguistic features imply in doc-
ument model references by textual sequential structures. In other words, our
approach encompasses finding language models for false and true categories in-
side the news corpora.

This paper is presented in 5 sections. Section 2 describes some literature
works on fake news detection. Section 3 present the POSTag+NER model, an-
alyzing the documents using grammar sequences. Section 4 describes the fake
news datasets and the obtained results. Finally, Section 5, present our conclu-
sions and future works on fake news detection.

2 Related Works

The content production in the digital platforms is majority unverified, widely
reproduced and, continuously modified. The production of fake content is unbal-
anced given the demand for verification and filtering [21]. These high demands
are a consequence of the disclosure of fake information through social networks
and unreliable news sites [3].

The propagation of fake news encompasses diverse factors. The media, the
source, the propagation, the references and, images or textual content compose
the news articles data. [6,14]. Some works highlight the importance of meta-
data to classify an article as fake or true [2,27]. The metadata traces the false
publication likelihood through the replication chain, the user comments, the
cross-references and, the news agency general reliability. Although, the contents
are the main evidence of factual and non-factual knowledge. Regarding the news
articles’ contents, the linguistic features are the most studied approach to inves-
tigate the untruthful content dissemination [4].

In linguistics, to support the verification process and restrain misinformation,
the fake news detection systems seek factual and non-factual contents [5,20].
The methods comprise searching for similar structures on the text, sentence
descriptors, writing models and, linguistic sequences [10,17]. Using the linguistic
descriptors, the models extract the news’ writing patterns. These descriptors
comprise syntax, polarity, grammar and, readability levels.

The content-based methods analyze the textual and visual information to
detect fake content [26]. The textual analysis includes identifying equivalent
propositions, weighting potential incoherent words or sequences. Furthermore,
the modified, symmetric or, related textual features are a vulnerability on basic



content-based detection [15,28]. In other words, the systems fact-checking have
to be robust to avoid textual bias. In this perspective, the recent studies aim to
advance in the construction of linguistic models, to improve the assessment of
writing coherence, information quality and, inter-domain adaptability [10,20].

3 Model

Our approach includes identifying the language models for factual and non-
factual articles, recognizing the specific linguistic structures. The language mod-
eling aims to identify fake and true classes through writing patterns [24]. How-
ever, these patterns represent proper writing styles, defined by textual sequences.
In this paper, our analysis using Part-Of-Speech Tags (POSTags) to compare
the news articles through the grammar sequences. We aim to produce a system
that recognizes and learns to evaluate the coherence of the writing. Therefore,
we expect to find in fake categorized articles some incoherent, biased, repetitive
and, incorrect language format. We present an example to illustrate the process
to generate the linguistic models. In the first step, the POSTagger, apply the
language models to convert the words in their grammatical references.

Example

Luego de que se revelara que el ex alcalde de Cuernavaca y
ahora aspirante de la gubernatura de Morelos, Cuauhtémoc Blanco
alin sigue registrado como jugador del Club América y en breve
participard en un partido, el director técnico de la seleccién
mexicana, Juan Carlos Osorio, revelé que Cuauhtémoc sera uno
de los futbolistas que seran convocados para representar a
México en el Mundial de Rusia del *xNUMBERx*.

Part-of-Speech

ADV ADP SCONJ PRON VERB SCONJ DET ADJ NOUN ADP PROPN CCONJ

ADV NOUN ADP DET NOUN ADP PROPN PUNCT PROPN PROPN PUNCT ADV
VERB ADJ SCONJ NOUN ADP PROPN PROPN CCONJ ADP NOUN VERB ADP
DET NOUN PUNCT DET NOUN ADJ ADP DET NOUN ADJ PUNCT PROPN PROPN
PROPN PUNCT VERB SCONJ PROPN AUX PRON ADP DET NOUN PRON AUX
VERB ADP VERB ADP PROPN ADP DET PROPN ADP PROPN ADP SYM PROPN
SYM PUNCT

In the example, we observe the news original text and the words’ grammar
tags. Afterward, we apply Named Entity Recognition (NER) to identify the en-
tities that compose the news article and classify their semantic role. Using the
NER, we search the fake news targets within the textual components looking for
name references, such as politicians, organizations, locations or, public people.
The entities’ classification include four categories: Person, Organization, Local
and, Miscellaneous. In the original text sequence, together the POSTag and NER
transform the sentences in the grammar functions and the specific name seman-
tics. The second step detail the detection and classification of named entities
within the selected example.



Named Entity Recognition

0000O0O0D0O0D0O0OO0OO0OLOCOOOOOOOPEROPERPEROOODO
OOOORGORGOOOOOOOOOOODOOOOO PER PER PER O
OOCPEROOOOOOOOOO OO PER O O MISC MISC MISC 0O O NUM
00

Cuernavaca (LOC)

Morelos (PER)

Cuauhtémoc (PER) Blanco (PER)

Club (ORG) América (ORG)

Juan (PER) Carlos (PER) Osorio (PER)

Cuauhtémoc (PER)

México (PER)

Mundial (MISC) de (MISC) Rusia (MISC) NUMBER (NUM)

Applying the POSTags+NER sequences [24], the system analyzes the words
only by their functions on the sentence. Considering the words individually, the
article’s factual content not necessarily is lined to be categorized as fake or true.
Therefore, in this perspective, the words’ frequencies probably are a bias to
categorize an article by its content [15]. Our example outlines the POSTag and
NER combination at the final of the preprocessing.

POSTag+NER

ADV ADP SCONJ PRON VERB SCONJ DET ADJ NOUN ADP LOC CCONJ ADV
NOUN ADP DET NOUN ADP PER PUNCT PER PER PUNCT ADV VERB ADJ
SCONJ NOUN ADP ORG ORG CCONJ ADP NOUN VERB ADP DET NOUN PUNCT
DET NOUN ADJ ADP DET NOUN ADJ PUNCT PER PER PER PUNCT VERB
SCONJ PER AUX PRON ADP DET NOUN PRON AUX VERB ADP VERB ADP
PER ADP DET MISC MISC MISC ADP NUM PUNCT

To sum up, the POSTag+NER is a text preprocessing method to organize
the data in vectors of linguistic patterns. These patterns include to learn the
news targets, language, correctness and, factual structures. However, the model
consists in a grammar sequences using documents’ n-grams. Additionally, we
recognize the entities to replace the original grammar tag. The entities aims to
identify the news characters using a semantic description and integrating the
sequence model.

At the vectorization step, we apply the Term Frequency (TF) to generate the
high-dimensional and sparse document vectors, using 3 up to 7-grams sequences.
Figure 1 presents the sparse document matrix.

Figure 1 shows the matrix containing 1,543 document vectors and 874,584
features presenting only 0.2369% filled area. Despite the class subjectivity con-
cerning the document’s content, we highlight the features’ low occurrence (spar-
sity) and the coverage of linguistic structures (high-dimensionality). We test four
classifiers to analyze the linguistic modeling from different perspectives: Support
Vector Machines (SVM), Random Forest (RF), Gradient Boosting (GB) and,
Wilkie, Stonham & Aleksander’s Recognition Device (WiSARD).



Spanish Fake News Dataset
0 100000 200000 300000 400000 500000 600000 700000 800000
1 1

0 | 1 1 1 1 1

200—_."
400 4
600 -
800 |
10001
12004 - - .-

1400 ~

Fig. 1. The POSTag+NER features’ dispersion in the sparse matrix.

The SVM evaluates the document dispersion in kernels. The kernels define
feature threshold hyperplanes to classify the unviewed samples [18]. The RF
identifies features’ threshold and classifies the samples through multiple decision
trees [7]. The GB is a combination of decision tree models through differentiable
loss functions, reducing the global error for each weak learner on iterative im-
provements [11]. Finally, the WiSARD [1], Weightless Neural Network using a
binary thermometer [9] data encoding and classifying the samples by matching
the class binary patterns.

The linguistic pre-trained models for POSTagger and NER methods are pro-
vided from spaCy* and the classifiers from scikit-learn® and wisardpkg®. Through
different classifiers, we evaluate the learning of the linguistic patterns to produce
the class models.

4 Experiments and Results

The conducted experiments evaluated the POSTag+NER approach for Spanish
fake news detection. To perform false content detection, the systems need to

* https://spacy.io/
® https:/ /scikit-learn.org/
5 https://github.com/TAZero/wisardpkg/



identify the untruth among different data sources. However, it is fundamental to
the systems adapt to multiple domains, sources, and contents.

In this experiment, we tested the system inter-domain classification. The
training dataset contains 917 news in Spanish [19]. The data contains 491 real
and 480 fake articles about science, sport, economy, education, entertainment,
politics, health, security, and social domains. The true class was manually tagged
from reliable news agencies and the fake class from specialized verification sites.

The test data contains 572 news articles from the Covid-19 pandemic, 286
true and 286 fake news [12]. The dataset includes news articles from multiple
Ibero-American countries. The challenge is to recognize relations between the
documents considering the dissimilar themes [16]. Additionally, the news articles
present the regional language adaptations from each country. Furthermore, our
approach aims to identify linguistic models and the factual structure for each
category, despite of its textual content.

To evaluate the system, we apply the F1 score to measure the detection
performance. The F1 is the ratio between the precision and recall scores. On
the fake news detection, the evaluation focus is the binary categorization for
positive class identification. Besides that, we executed the system ten times to
collect the standard deviation of classifiers’ performance. Table 1 discriminates
the classifiers’ maximum and average results including the standard deviation.

Table 1. The results achieved on the Spanish Fake News Detection Task

IberLEF - Fake News Detection Task

Train: Spanish Fake News Dataset Test: FakeDeS Covid-19 Dataset
Classifiers

GB RF SVM WiSARD

F1 Score Max. (%) 71.14 67.41 64.81 64,01

Avg. (%) 70.83 65.63 64.81 63,28

Std.Dev. 0.1807 0.9660 0.0000 0,4652

Table 1 highlights the performance for the tested classifiers at the IberLEF
Spanish Fake News Detection Task. Regarding the different approaches, in an
inter-domain perspective, the four methods present good classification capabili-
ties. Through the WiSARD, the adaptability for inter-domain classification was
averaging 63% in the F1 score, using 3-bits thermometer encoding and 50 on
address size. This case, specifically, indicates an insufficient generalization on
high-dimensional binary models. The training vectors, composed mostly of zero
values, present low compatibility to the test samples’ grammar sequences. As a
consequence, the test vectors are similar to both binary class patterns.

The SVM mounts the kernels identifying the features’ threshold. The train
samples outline a regular SVC kernel zone, reinforcing the relevance of key fea-
tures. Although, these kernels do not outline an efficient class area. Despite that,
the observed performance was slightly better than WiSARD, approximately 65%
in F1 score. In general, the SVM and WiSARD have good performance. Accord-



ing to the results, the ensemble methods design a more robust and efficient
classification.

The ensemble training step of RF and GB produces complex class models,
merging robust classifiers. On one hand, the RF combines 250 weak learners
using feature analysis to identify relevant information bias in spite of the high-
dimensional and sparse samples. On the other hand, the GB reduces the global
error by combining 1000 weak learners through a learning rate of 0.03. The RF
classification reaches 67% and GB classification reaches 71% in the F1 score.

Analyzing the results, we observe a higher performance from the GB in re-
lation to the other classifiers. Despite the classifier, the learning and the per-
formance of the POSTag+NER linguistic model present good results in the
inter-domain experiments. The results confirm the GB information acquisition
presenting over 70% F1 score and low standard deviation.

5 Conclusion

Fake news is a crescent problem on social, economical and, political aspects. The
automatic detection of false content reduces public replication and misinforma-
tion. In this problem, we propose the application of Named Entity Recognition
in addition to Part-Of-Speech tag sequences.

The experiments establish an inter-domain challenge, evaluating the model
adequacy between a regular fake news dataset and a thematic Covid-19 fake news
dataset. The POSTag+NER results are similar to other approaches, presenting
high-level performances. To improve this work, the next steps comprise analyze
the most relevant features to iteratively create better models and identify the
features’ textual entailment related to the non-factual information. In addition,
we expect to analyze and enhance inter-domain detection.
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