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Abstract

We present a study into the ability of paraphrase generation to increase the variety of natural language
queries that the Frank Query Answering system can answer. We choose an English-French backtransla-
tion model to generate paraphrases, which we test using a small challenge dataset. We conclude that

this method is not useful for improving the variety of natural language queries that Frank can answer.
Based on our observations, we recommend future work in the following directions: (1) allowing the
ability to specify a form to paraphrase an input into; (2) constrained paraphrasing to avoid loss of
information about query intent; and (3) the need for an automatic evaluation metric which captures
semantic similarity, allows syntactic variation, and rewards preservation of query intent.
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1. Introduction and background

Paraphrasing is the task of producing an output which captures the semantics of a given input,
but with different lexical and/or syntactic features. One application of paraphrase generation is
Question Answering (QA) [1, 2, 3, 4]. Humans can express queries in many ways, but a given QA
system may not cover every variation. They should therefore be robust to this variation: ideally,
humans should not have to consider underlying mechanics of a system before interacting with
it. Paraphrasing may therefore be employed within QA systems to improve their ability to
handle wider varieties of natural language queries.

Paraphrasing has been implemented into QA systems in a variety of ways. Corpora of
paraphrase clusters can be used to learn equivalences for relations and entities, and to mine
paraphrase operators [1, 2]. Intermediate logical forms can be generated from input utterances,
from which paraphrases are generated [3]. Paraphrases can be learned in parallel to the
training of neural QA models [4], and Neural Machine Translation (NMT) models can generate
paraphrases via backtranslation [5, 6]. Paraphrasing via backtranslation has also shown to
improve the prompting of Large Language Models (LLMs) [7]. Motivated by previous success in
using paraphrasing for QA, we tested it on the task of transforming input queries, which Frank
cannot parse, into forms which Frank’s parser can parse. Frank is introduced in section 1.1.

In this study, we test the merits of paraphrasing in Frank, discuss its limitations, and propose
future directions for paraphrase generation and evaluation which we believe will generalise
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well to other QA systems. These are:

1. Allowing a pre-determined target form to be specified for an input.
2. Constraining paraphrasing to avoid replacing key terms, e.g., named entities.
3. Reiterating the need for an improved automatic evaluation metric.

1.1. Frank

The Frank (Functional Reasoner for Acquiring New Knowledge) QA system uses a graph-based
algorithm to produce answers to users’ queries when no direct lookup is available [8]. Consider
the query ‘What will be the population of France in 2028?’. A direct lookup is not possible,
so Frank will look up past population data, apply regression and extrapolation over it, and
estimate an answer for the user.

Frank parses natural language queries into a set of attribute-value pairs called an association

list, or alist, using a template-based method. While a neural parser has been shown to increase
performance [9], it was not able to perform the transformations we are hoping to create via
paraphrasing. Questions are answered by recursively decomposing alists into an inference graph

according to a set of rules; making queries to knowledge bases (KBs); and aggregating query
results in a manner determined by query intent.

We can formulate the above query as ‘How many people will be living in France in 2028?’.
While this form targets the same quantity, Frank cannot answer this version of the query
as its parser is limited to a fixed set of query forms. We aim to address cases like this using
paraphrasing. While an improved parser may help solve this issue, we may encounter cases
where a user asks about a quantity (e.g., surface area) which is stored under a different name in a
KB (e.g., total area). Paraphrasing should allow us to generate these synonyms, and, at the same
time, create syntactic variation. It is for this reason that, should a better parser be implemented,
we still require some level of paraphrasing. However, queries may contain terms which we
do not want to paraphrase, such as named entities (e.g., United Nations), and technical terms
(e.g., coefficient of variance). Paraphrasing could also help troubleshoot a QA system in the case
an incorrect answer was returned by confirming that it has understood a query’s intent. By
repeating a paraphrase of the question to the user, we may be able to rule out misunderstanding
of query intent and proceed to look further down the QA pipeline for error. However, this
experiment has not been performed and is a speculative benefit.

1.2. Paraphrase generation

We tested paraphrasing using backtranslation with NMT models [10] from Huggingface [11]
and the Separator model [12], which specifically aims to change the form of an input query.
To paraphrase via backtranslation, a phrase in one language is translated into another (the
pivot language), then from the pivot language back into the original. We selected pre-existing
methods to avoid the labour-intensive task of creating paraphrase templates, as templates would
not achieve the coverage of, e.g., backtranslation. Before testing integration of paraphrasing into
Frank (section 2), we evaluated different pivot languages and the Separator model in order to
choose a single method. Paraphrases were generated from source queries in the LC-QuAD 2.0
dataset [13] and evaluated against a reference (also given in the dataset). We used iBleu [14]



and cosine similarity with sentence embeddings [15] as automatic evaluation metrics. iBleu
is based on Bleu, and by extension 𝑛-gram overlap between the candidate and the source or
the reference. We (the lead author) performed human evaluation to assess the performance
of the automatic metrics. We found that English-French backtranslation produced the highest
number of paraphrases which preserved the intent of their source query, according to human
judgement. Further details about paraphrase generation and evaluation are given in [16].

2. Frank-based evaluation

We tested the English-French backtranslation on its ability to generate alternative forms of
queries that a user has asked Frank. We created a small test dataset containing 4 queries
(with alists), which are representative of the 4 query types that Frank can answer (these types
are given in [17]). For each of the four queries, we hand-created 5 paraphrases, encoding
the same intent as the original query, but introducing different syntax such that Frank could
not parse these human-generated forms. We also introduced synonyms for certain words
in some paraphrases (e.g., total population for population). Each of these human-generated
paraphrases are then ‘re-paraphrased’ by the backtranslation model, then passed to Frank. If,
after parsing the ‘re-paraphrased’ query Frank returns an equivalent alist (i.e., an equivalent
set of attribute-value pairs) as that of the original query, then this constituted a success.

3. Results and discussion

Out of the 20 test cases, only 1 candidate paraphrase could be parsed into an alist equivalent to
that of the source query. All 20 candidates were adequate, fluent English, but were often only
trivially different from the hand-created paraphrases from which they were generated - meaning
Frank still could not parse them. For example, paraphrasing ‘What will be the population of

France in 2028?’ into ‘What will the population of France be in 2028?’. This highlights the fact
that we had no way to specify a target form to paraphrase a given input into.

Backtranslation preserved named entities very well, while Separator less so. While LLM-
based paraphrasing has been shown to produce high quality paraphrases [18], they may not
preserve named entities or technical terms better than backtranslation.

We also observed weaknesses in paraphrase evaluation metrics. While we were only evaluat-
ing against a single reference, observations about available metrics still apply: no off-the-shelf
automatic metric could be found that simultaneously rewarded semantic similarity, syntactic
variation, and preservation of query intent. To verify performance of existing off-the-shelf
metrics, the lead author performed human evaluation based on preservation of query intent
alone, rating paraphrases as adequate (preserving intent), or inadequate (vice versa). We found
that there was very weak correlation between automatic and human evaluation, and in the end
proceeded to select pivot language on human evaluation alone. By resorting to this, the optimal
pivot language (French) only generated quite trivial paraphrases. Other pivot languages which
are less similar to English may produce more syntactically varied paraphrases, but differences in
the amount of training data used for other translation models meant that overall, they performed
significantly worse.



We were limited by the small dataset size in that it only gave us a coarse-grained understanding
that the method did not work. A larger dataset will be required to better understand any
successes of the method when applied to Frank. However, the proportion of negative results
given the small dataset size provided us with a degree of confidence that the method was not
suitable. Additionally, human-generated paraphrases were created by one person. A larger
dataset should involve multiple people of different backgrounds to create greater variation.

Another limitation, and one which may have affected our interpretation of the result, is the
extent to which Frank’s parser is limited. Since Frank’s parser is very brittle, our analysis that
the paraphrasing methods performed poorly is influenced by the fact that there were many
adequate paraphrases which could still not be parsed by Frank. Therefore, the paraphrasing
methods themselves performed well, but were limited by the sheer brittleness of Frank’s
parser. One analysis of the paraphrasing methods which is not affected by the performance
of Frank’s parser is the observation that generated paraphrases were often trivial. While we
report the presence of trivial paraphrases as a negative result for Frank, the fact remains that
these paraphrases were good, fluent English, and adequately preserved the intent of the query.
This has the potential to benefit QA systems with parsers which have coverage greater than
Frank’s, but are still limited to some extent.

The observation of the trivial similarity of candidate paraphrases links to our discussion
about evaluation metrics, and may suggest why iBleu in particular was a poor proxy for
measuring paraphrase quality for our use case. Firstly, we must acknowledge that different
types of paraphrasing may take place: syntactic, where the goal is to change the form of an input
sequence and the type that we desired in this experiment; and lexical, or phrasal paraphrasing,
in which certain words or phrases are substituted with synonyms. Reference paraphrases from
LC-QuAD 2.0, against which candidate paraphrases were evaluated, were inconsistent in type -
some were syntactic, others lexical or phrasal. This naturally affects iBleu scores, which would
be weighted lower in the case that the reference paraphrase were of a significantly different
form, as opposed to a lexical paraphrase with only one or two words changed.

4. Conclusion

In this study, we found that employing paraphrase generation did not improve the variety of
natural language queries that Frank can answer. While generated paraphrases were adequate,
Frank’s parser remains a bottleneck. Continuation of work on parsing is therefore a more
appropriate direction for Frank. We highlight potential future directions for paraphrase gener-
ation and evaluation, which are relevant to Frank and wider QA systems. Firstly, we desire
control over the form that a source query is paraphrased into, to better match the ability of a
given parser. Secondly, we require the masking of named entities and technical terms from
paraphrasing - rarer phrases which may be incorrectly paraphrased. Lastly, we discuss the need
for an automatic evaluation metric that can reward semantic similarity between a candidate
paraphrase and a set of references, promote rich syntactic paraphrasing, and reward preserva-
tion of a query’s intent. The first recommendation is more Frank-specific, but the following two
are more widely applicable. Masking technical terms will be key in domain-specific applications,
while high-quality automatic evaluation is critical for analysis of any paraphrasing model.
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