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Abstract
In this paper we explore the use of Answer Set Programming (ASP), and in particular the state-of-the-art
Inductive Logic Programming (ILP) system ILASP, as a method to explain black-box models, e.g. Neural
Networks (NN), when they are used to learn user preferences. To this aim, we created a dataset of
users preferences over a set of recipes, trained a set of NNs on these data, and performed preliminary
experiments that investigate how ILASP can globally approximate these NNs. Since computational
time required for training ILASP on high dimensional feature spaces is very high, we focused on the
problem of making global approximation more scalable. In particular we experimented with the use of
Principal Component Analysis (PCA) to reduce the dimensionality of the dataset while trying to keep
our explanations transparent.
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1. Introduction

The application of machine learning algorithms in very diverse fields has exponentially increased
in the last decade, covering more operational areas, like robotic and drone navigation, as well
as the processing of sensitive data, such as in legal reasoning. The use of this category of
techniques reached remarkable performance in several complex tasks, in some cases achieving
superhuman capabilities (e.g., DeepMind’s AlphaZero/Go winning against the Go and chess
world champions). A very relevant issue with many Machine Learning (ML) models, however, is
that the internal structure and the processes are exceedingly hard to understand and interpret,
even for the developers themselves – for this reasons they are sometimes referred to as black-box
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(BB) models. This issue is even more pressing and calls for attention in cases where sensible
data are involved, and when the model’s reasoning and outputs may have a tangible impact
in the real world. In 2016, the General Data Protection Regulation (GDPR)1 was introduced,
stressing the need for automated systems’ decisions to be complemented with meaningful
explanations of the logic behind its’ decisions, especially when these may potentially affect
individuals. This has spotlighted the need for transparent systems that are able to provide the
users with human-understandable rationale for their decisions, as well as post-hoc methods,
which instead attempt to formulate an explanation from black-boxes outputs (see [1] for a
survey of such methods). An advantage of this latter approach is that they do not require to
alter the black-box structure, thus not impacting the performance of such models. Transparent
systems, on the other hand, often impose a trade-off between accuracy and explainability.

In this work, we propose a post-hoc method to explain black-box models for preference
learning using Answer Set Programming (ASP) [2] and Inductive Logic Programming framework
ILASP [3, 4, 5], extending upon the work presented in [6]. These systems can output logical
theories that easily translate into natural language, and therefore can be understood even by
non-experts. For this reason, they are easier to check (when compared to non-transparent
Machine Learning models) for the presence of biases and artifacts resulting from training on
large collections of data (see e.g. [7, 8]).

Following [6], we further our exploration of ILASP as a method to analyze and produce
theories from target black-boxes, which may prove useful in situations where the data such
black-boxes were trained on is not available. This method may help identify systematic biases
such as, e.g., decisions influenced by prejudices or unfair principles.

In this work we are particularly concerned with preference learning, so it is worth mentioning
here that ASP suits well our task as its standard syntax has constructs known as weak con-
straints [2] that can be used to naturally express preference relations. In turn, these preferences
can be learned by ILASP. Thanks to its ability to generalize from examples, it can process the
output of black-box methods to find an appropriate ASP program that mimics its behaviour.
However, ILASP is computationally very expensive on highly dimensional data, with long
execution times on average. For this reason, we used Principal Component Analysis (PCA) to
identify the most relevant features in the data and decrease the size of the feature space, aiming
to achieve a good trade-off between transparency and adherence of the output theory to the
target black-box. Our target domain is that of gastronomic preferences, which we formalized as
a comparison between recipes. More specifically, given a user and a pair of recipes, the model
aims to classify them in one of the following three ways: “the user prefers the first recipe of
the pair over the second one”, “the user prefers the second recipe of the pair over the first one”
and “the user does not have a strong preference of a recipe over the other one”. We created a
dataset of recipes retrieved from an Italian cooking website, GialloZafferano 2. We then surveyed
participants about their preferences about recipes in this dataset, and created a dataset of user
preferences. We trained fully dense NNs on these user preferences (one for each user), and then
trained ILASP on the output of such NNs. Finally, we studied to which extent the output theory
of ILASP was able to accurately predict the output of the corresponding NN. The developed

1https://eur-lex.europa.eu/eli/reg/2016/679/oj
2https://www.giallozafferano.it/
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code during the described work can be found in a public github repository 3.
As it will fully explained at the end of the article, in terms of accuracy, precision and recall, we

haven’t obtained very good results in approximating black-box models. That said, the proposed
methods involving PCA to approach the problem of the execution time required by ILASP
during training phase looks promising.

2. Related Work

This paper is a continuation of [6]. In that work, ILASP was applied to local and global
approximation of Support Vector Machines (SVMs), a set of simple classical ML models that have
often been used to benchmark explainable AI technologies (see e.g. [9]). The present work
addresses the need for enlarging the scope of black-boxes taken under consideration to more
fashionable (and complex) ML models such as NNs.

Our work is not the only one using ILP to approximate black-boxes. For instance, [10, 11]
and [12] use the Prolog-based system Aleph [13]. We use ILASP instead, which was shown
to outperform Aleph accuracy-wise in some cases respect to the predictions (see e.g. [5]).
Furthermore, our focus here is on preference learning tasks, which is a typical application area
for ASP (as opposed to Prolog).

Obviously, ILP is not the only possible approach to explaining black-box systems – for instance,
Exceptional Preferences Mining [14] and LIME [15] are other techniques whose relationship
to ILP and ILASP may be the subject of future work. Furthermore, we previously mentioned
that our technique is a post-hoc one, namely it applies to any black-box whose training was
performed before the explanation procedure takes place. Other powerful techniques can be
deployed if we relax this constraint and perform model-specific operations throughout the
training phase, as in [16] that is specific to NNs and requires some additional labeling effort.
These systems are potentially more accurate than ours – nonetheless, they are not post-hoc and
thus are less generally applicable than our approach.

3. Background

In this section we give a brief overview of the basics of Answer Set Programming and Inductive
Logic Programming, and how one can represent and learn preferences within them.

Preference learning [17, 18, 19] aims to develop agents that can profile users, and know how
to classify what could be of interest to them. In general, a preference system can be formalized
as a (total or partial) ordering among items. More formally, given an instance space X and a
set of labels 𝐿 = {𝜆1, 𝜆2, ..., 𝜆𝑘}, an ordering for an instance x can be described as ordering of
the labels by means of a relation ≻x such that 𝜆i ≻x 𝜆j indicates that 𝜆i is preferred over 𝜆j
by instance x . So the ordering induced by ≻x can be identified by a permutation 𝜋x such that
𝜋x(i) = 𝜋x(𝜆𝑖) indicates the position of the label 𝜆𝑖 in the ordering. So, a complete ordering of
the lables in L can be described as following:

𝜆𝜋−1x (1) ≻x 𝜆𝜋−1x (2) ≻x ... ≻x 𝜆𝜋−1x (k) (1)

3https://github.com/DanieleF198/ILASP-as-post-hoc-method-in-a-preference-system
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where 𝜋−1x (j) indicates the index of the label which occupates the j-th position in the ordering
[19]. In order to find out an accurate ≻x for each instance x and learn to ordering new elements
in the future for that instance, the artificial intelligence is trained on a set of labels in which we
already know the relationships. An ordering of elements can be decomposed in the form of
pairwise comparison. The idea behind this decomposition is that the ordering of a set of element
can be structured as a succesion of consecutive question “do you prefer 𝜆i over 𝜆j?” (with i ≠ j)
in which the answers could be either “yes” or “no”. Thus, knowing the position of each element
in the order of preferences, we can define all preference relationships in this form by using the
following function:

f(𝜆i, 𝜆j) = {
𝜆i ≻x 𝜆j, if 𝜆i preceed 𝜆j in the ordering

𝜆j ≻x 𝜆i, otherwise
(2)

the number of couples (𝜆i, 𝜆j), if k indicates the number of elements in the collection, is equal
to k(k − 1)/2. This decomposition allow us to decompose the original problem into a set of
presumably simpler sub-problems, which is useful from a machine learning point of view [17].
In our work we treat “uncertain” between elements. In fact, in a set of elements is possible
that for an instance x is uncertain the preference relationship among some elements. We will
treat this concept thanks to the algorithm 1 which we explain during the description of the
creation of the dataset. Conceptually we will label couples of element for which we cannot
find the preference relationship as uncertain couples, and so we pass from a problem of binary
classification to one of ternary classification.

Answer Set Programming [2] is a declarative logic programming language based on the stable
model semantics, whose output is a model called of the input theory usually called stable model
or answer set. We are particularly concerned with a special construct that allows one to represent
preferences in ASP, namely the weak constraints, which induces a (partial) ordering over the
stable models of a theory. Given n, m ≥ 0, a weak constraint has the form:

:~ b1, ..., bn [w@l, t1, ..., tm]

where b1 , … , bn are literals, w is a weight associated with the constraint, l is a priority level, and
t1 , … , tm are used to handle independence among weak constraints4. Unlike hard constraints,
weak constraints do not affect the answer sets of a theory. Instead, they induce a preference
relation among them. Intuitively, each answer set satisfying the body of a weak constraint
gets a penalty that is proportional to that weak constraint’s weight. To describe the preference
relation induced by these weak constraints, we first introduce the notion of cost of an answer
set at some priority level l. This is defined as the sum of weights at priority level l for all the
weak constraints such that their bodies are satisfied by the answer set. For instance consider
the ASP program P consisting of the following axioms and weak constraint:

p(a). p(b). p(c).
0{ q(X) }1 :- p(X).
:~ q(a). [1@2, a]
:~ q(b). [3@1, b]
:~ q(c). [-1@2, c]

4We are not going to discuss this syntax here, but the interested reader can find the full syntax and semantics in [2].



This theory has 8 answer sets, namely: {𝑝(𝑎), 𝑝(𝑏), 𝑝(𝑐)}, {𝑝(𝑎), 𝑝(𝑏), 𝑝(𝑐), 𝑞(𝑏)}, {𝑝(𝑎),
𝑝(𝑏), 𝑝(𝑐), 𝑞(𝑐)}, {𝑝(𝑎), 𝑝(𝑏), 𝑝(𝑐), 𝑞(𝑏), 𝑞(𝑐)}, {𝑝(𝑎), 𝑝(𝑏), 𝑝(𝑐), 𝑞(𝑎)}, {𝑝(𝑎), 𝑝(𝑏), 𝑝(𝑐), 𝑞(𝑎),
𝑞(𝑐)}, {𝑝(𝑎), 𝑝(𝑏), 𝑝(𝑐), 𝑞(𝑎), 𝑞(𝑏)} and {𝑝(𝑎), 𝑝(𝑏), 𝑝(𝑐), 𝑞(𝑎), 𝑞(𝑏), 𝑞(𝑐)}. The answer set
{𝑝(𝑎), 𝑝(𝑏), 𝑝(𝑐), 𝑞(𝑎), 𝑞(𝑏), 𝑞(𝑐)} satisfies all the bodies of weak constraints, thus its cost at prior-
ity level 2 is 0 (which results from adding the weights of the first and third constraint above),
whereas its cost at priority level 1 is 3. We say that an answer set 𝐴 is preferred to an answer
set 𝐵 (according to theory 𝑇) if the cost of 𝐴 is strictly smaller than that of 𝐵 at the highest level
for which their costs differ.

ILASP (inductive language of answer set programs)[3, 4, 5] is an Inductive Logic Programming
language mainly used for Explainable AI, which can learn ASP programs. Furthermore, ILASP
can learn the preferences represented as weak constraint in ASP. ILASP, given some additional
background knowledge (the so-called language bias) required to define the hypothesis space,
will find a suitable theory (including weak constraints) covering the examples in the input.
Instead, theories that do not cover some of the examples are penalized by ILASP, which then
tries to find the theory in the hypothesis space that is minimally penalized.

4. Dataset

The domain of choice for this work is user-dependent gastronomic preferences, formalized
through pairwise comparison between recipes. To this aim, we built two datasets, to gather
recipes’ features and users’ preferences over recipes, respectively. Both are freely available
online 5. More specifically, the two dataset are:

• Recipes dataset: a dataset of 100 recipes crawled and processed from Giallo Zafferano
website.

• Users Preferences: a dataset containing 54 different user answers about preferences on
different subsets of recipes and preferences over the features of the recipes dataset.

To realize the recipes dataset a crawler was used to send a set of requests to Giallo Zafferano
website to get the pages with raw data, allowing us to obtain about 4000 recipes. We chose the
first 100 most voted recipes by the website visitors (sweets and pastries excluded).

The unprocessed and non-standardized data obtained with the crawler included 277 ingre-
dients. In order to improve training efficiency while still maintaining a reasonable level of
granularity in the data, we defined three levels of categorization:

• All the ingredients are considered as in the raw data. This is the densest level of granular-
ity.

• The ingredients are divided into 36 classes. This is the intermediate level of granularity.
• The 36 classes are grouped into 12 meta-classes. This is the least dense level of granularity.

For example, the first ingredient “spaghetti” belongs to the class “dry pasta” which belongs,
as well as “fresh pasta”, to the meta-class “pasta”. In the recipes dataset we considered the
intermediate level of granularity, because it allows to have a reasonable level of specificity for the

5https://doi.org/10.5281/zenodo.7265253
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Feature Description
ID A progressive integer number assigned to the recipe

Name The Italian name of the recipe

Category

Integer number from 1 to 5, where:
1 → starter

2 → Complete Meal
3 → First Course

4 → Second Course
5 → Savory Cake

Cost

Integer number from 1 to 5, where:
1 → very low

2 → low
3 → medium
4 → high

5 → very high

Difficulty

Integer number from 1 to 4, where:
1 → very easy

2 → easy
3 → medium
4 → difficult

Preparation time integer positive number, expressed in minutes

Ingredients

Vector of 36 elements in which if the element i-th has a value:
v ≥ 1 → the ingredient class represented by position i

is present in the recipe and has v as importance
in the composition of the recipe

v = 0 → the ingredient class represented by position i
is not present in the recipe

Preparations Vector of 9 elements with same codification of ingredients vector
Link string representing the link of the recipe in Giallo Zafferano website

Table 1
Recipe Dataset features

ingredients, in light of the fact that these will be used to structure the surveys to administer to
the users: in the surveys we ask the users to rank all the ingredients in the dataset, and ranking
277 ingredients is, obviously, un-practical. Since ILASP struggles with high-dimensional feature
spaces, we performed ILASP experiments with the 12 meta-classes as this makes the training
phase computationally feasible in our application. The recipes in the dataset are described by the
features in Table 1. As example, the first entry of the dataset has the following representation: 1,
Spaghetti alla Carbonara, 3, 2, 2, 25, [0 0 0 0 0 0 2 0 0 0 5 3 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 1
0 0 0 0 0 0], [4 2 0 0 1 0 0 0], https://ricette.giallozafferano.it/Spaghetti-alla-Carbonara.
Before any further experimental step, the dataset was preprocessed as follows:

• Normalization: for each recipe, the ingredient vector has been divided by its sum, as
well as the preparation vector;

• Standardization: each numerical feature has been standardized.

For the realization of the survey we have considered several criteria, such as the choice of the



questions, their structure and, most of all, the choice of how many and which recipes include in
the survey. This latter was crucial as we wanted to collect as many user preferences as possible,
while avoiding to present the participants with an excessive number of questions (e.g., rank
100 recipes in decreasing order of preference). To solve this problem we created 10 different
surveys aiming to be as representative as possible of the distribution of the full set of 100 recipes.
We furthermore tried to ensure that each recipe appeared in at least some of the surveys. To
do so we used the PCA for dimensionality reduction following the kaiser rule (taking into
account components with eigenvalue ≥ 1), reducing the 47 features to 17 Principal Components.
Subsequently, we used the the k-means clustering to partition the dataset, considering k =
2, 3, 4, 5, 20. k was finally set to 3 as it allowed to maximize the number of clusters, while
minimizing the inter-group variance, excluding results in which we have group with small
cardinality. From each of the three partitions, we draw randomly 7 recipes, which are combined
together to create a representative subset of 21 recipes. The 10 representative subsets obtained
at the end of this process cover the entire recipes dataset. Recipes can be present in multiple
representative subsets, but not more than once in the same one. Each representative subset is
used to create a survey, in which we collect the following data6:

• Personal data: gender, age range and Italian region of residence.
• Recipes evaluation: each recipe presented is rated on a scale from 1 to 10, where 1
means “I would never eat it” and 10 “I like it very much”.

• Sorting recipes: where the user have to sort the recipes presented according to her/his
personal preferences.

• Ingredient classes evaluation: for each ingredient class presented, we ask to rate a
generic recipe in which that ingredient class is present.

• Ingredient meta classes evaluation: for each ingredient meta class presented, we ask
to rate a generic recipe in which that ingredient meta class is present.

• Preparations evaluation: for each food preparation, we ask to rate a generic recipe in
which that preparation is done.

• Generic preferences: generic preferences about cost, difficulty and preparation time.
• Ingredient/Preparation combination preferences: we ask the user if there are par-
ticular combinations of ingredients (class or meta class) and preparations for which his
preferences diverges from the scores assigned to the individual elements (e.g.: the user
has given a high score to the fish ingredient meta class and “frying” preparation method,
but doesn’t like fried fish). Each combination generated by the user also needs to be rated
(as in Recipes evaluation). We limited the each combination to a maximum of 3 items
between ingredients and preparations, and we collected for each user a maximum of 4
combinations.

It is important to note that the section Sorting recipes is divided in 3 subsections, because in

6All data are collected in anonymous form, but in case the users were interested in viewing statistics regarding
session, there is the possibility of providing their e-mail (which is not included in the dataset for privacy reasons)
after the survey is concluded.



Microsoft Form7, the service used to make the surveys, it is not possible to ask to the user to
sort more than 10 elements. For this reason the user is asked to sort the 21 recipes presented in
the survey, by effectively sorting 10 elements at a time. The subsections are organized in the
following structure:

• 𝑂1 = [𝐼1(1,2), 𝐼2(1,2), 𝐼3(1,2), 𝐼4(1,3), 𝐼5(1,3), 𝐼6(1,3), 𝐼7(1), 𝐼8(1), 𝐼9(1), 𝐼10(1)]
• 𝑂2 = [𝐼1(1,2), 𝐼2(1,2), 𝐼3(1,2), 𝐼11(2,3), 𝐼12(2,3), 𝐼13(2,3), 𝐼14(2), 𝐼15(2), 𝐼16(2), 𝐼17(2)]
• 𝑂3 = [𝐼4(1,3), 𝐼5(1,3), 𝐼6(1,3), 𝐼11(2,3), 𝐼12(2,3), 𝐼13(2,3), 𝐼18(3), 𝐼19(3), 𝐼20(3), 𝐼21(3)]

where 𝑂𝑖 represent the 𝑖𝑡ℎ ordering subsection and 𝐼𝑗(𝐿) refers to the 𝑗 𝑡ℎ item that is present in
the list of orderings 𝐿. Note that the subsections are organized in three ordering because this
allow us to maximize the number of common recipes among the ordering. This would give us as
much information as possible about the preferences and uncertainties of the user. Moreover we
have created the representative subset exactly to avoid to ask too many questions to the users,
and considering also the whole survey by itself, we considered that three orderings should be
the best choice (indeed is the minimum number of orderings needed to cover all the 21 recipes).

Elements present in more than one subsection allow us to combine the three orderings ranked
by the users, and create a list of pairwise comparisons between the 21 recipes, with pairs of
recipes that are directly or indirectly in a ordering relation (e.g. 𝑎 > 𝑏 and 𝑏 > 𝑐 → 𝑎 > 𝑐) being
included in the list. More specifically, this process is structured as follows (and the pseudo-code
is shown in Algorithm 1):

• First, the algorithm searches for direct preferences in each ordering (i.e. if item 𝐼𝑖 precede 𝐼𝑗)
and finds all the uncertainty between the partial orderings resulting from the 3 subsections
(i.e. if item 𝐼𝑖 precede 𝐼𝑗 in an ordering but succeeds it in another). In this way an initial
set 𝑆 of preference pairs (𝐼𝑖, 𝐼𝑗) are obtained, meaning that 𝐼𝑖 is preferred to 𝐼𝑗.

• Then, the algorithm iteratively applies a transitive rule to the set of preferences: if
(𝐼𝑖, 𝐼𝑗), (𝐼𝑗, 𝐼𝑘) ∈ 𝑆 then (𝐼𝑖, 𝐼𝑘) is added to 𝑆. This rule is applied until no more changes are
made to 𝑆.

• The pairs for which no preference relationships were found in the previous steps, are
marked with the uncertain relationship.

It’s worth noting that the application of these steps, without further constraints, could cause to
two possible issues:

• Inconsistency: if more than one transitive rules can be applied in the same iteration to
the same pair of items, but with an opposite verse, they could change 𝑆, by adding both
(𝐼𝑖, 𝐼𝑘) and (𝐼𝑘, 𝐼𝑖);

• Overwriting of existing preferences: to avoid inconsistencies, we should allow the transi-
tive rule to remove (𝐼𝑘, 𝐼𝑖), if present, if (𝐼𝑖, 𝐼𝑘) is discovered. Unfortunately, this would lead
to the overwriting of pairs discovered in previous iterations, but also, in case of transitive
rules of the same iteration acting in an opposite way on the same pair, to an endless loop.

7Note that we used Microsoft Form after considering different other solution and considering different criteria.
Some of these criteria are ease of use, the possibility of exporting the answers via .csv files, the possibility of
asking as a question the request to order a set of recipes through a ranking system, and the possibility of link the
GialloZafferano recipe web pages directly on questions.



We addressed both aspects by introducing a priority level decreasing from the first step through
each iteration of the algorithm and by making it “lock”, with that level, pairs and uncertainties
discovered at each iteration, so that their cannot be further changed. The rationale behind this
choice is that we “trust” more in the first step and in earlier iterations, because they represent a
shorter chain of transitive rules.

Algorithm 1 Conversion from orderings to pairwise comparison

Require: 𝑅 the list of 𝑛 element in the orderings; 𝑂 the list of recipes orderings
1: 𝑀 ← 0𝑛,𝑛; ▷ 𝑛 × 𝑛 matrix of zeros used to save preferences
2: 𝐿 ← 0𝑛,𝑛; ▷ 𝑛 × 𝑛 matrix of zeros used to keep trace of locked preferences
3: for (𝑟𝑖, 𝑟𝑗) ∈ 𝑅 × 𝑅 do ▷ 𝑖 and 𝑗 are the indices of 𝑟𝑖 and 𝑟𝑗 in R
4: for 𝑜 ∈𝑂 do
5: if 𝑟𝑖 ∈ 𝑜 and 𝑟𝑗 ∈ 𝑜 and position(𝑟1, 𝑜) < position(𝑟2, 𝑜) then
6: if 𝐿[𝑖, 𝑗] == 0 then
7: 𝑀[𝑖, 𝑗] ← 1; 𝑀[𝑗, 𝑖] ← −1; 𝐿[𝑖, 𝑗] ← 1; 𝐿[𝑗, 𝑖] ← 1;
8: else if 𝑀[𝑖, 𝑗] == −1 then
9: 𝑀[𝑖, 𝑗] ← 0; 𝑀[𝑗, 𝑖] ← 0; 𝐿[𝑖, 𝑗] ← 1; 𝐿[𝑗, 𝑖] ← 1;

10: end if
11: end if
12: end for
13: end for
14:

15: 𝑐 ← 1; 𝑝 ← 2;
16: while 𝑐 == 1 do
17: 𝑐 ← 0;
18: for (𝑟𝑖, 𝑟𝑗, 𝑟𝑘) ∈ 𝑅 × 𝑅 × 𝑅 do
19: if 𝑀[𝑖, 𝑗] == 1 and 𝑀[𝑗, 𝑘] == 1 then
20: if 𝐿[𝑖, 𝑘] == 0 then
21: 𝑀[𝑖, 𝑘] ← 1; 𝑀[𝑘, 𝑖] ← −1; 𝐿[𝑖, 𝑘] ← 𝑝; 𝐿[𝑘, 𝑖] ← 𝑝;
22: else if 𝐿[𝑖, 𝑘] == 𝑝 and 𝑀[𝑖, 𝑘] == −1 then
23: 𝑀[𝑖, 𝑘] ← 0; 𝑀[𝑘, 𝑖] ← 0; 𝐿[𝑖, 𝑘] ← 𝑝; 𝐿[𝑘, 𝑖] ← 𝑝;
24: end if
25: end if
26: end for
27: end while
28: return 𝑀

Note that in the case in which we have only one list, then the effect of this algorithm will be
simply the decomposition from a ranking problem to a pairwise comparison problem in which is
never present the uncertain case. We used a script to redirect to one of the 10 surveys randomly,
starting from a unique link that we have successively distributed. The surveys were filled out
48 times. From the third section of the surveys, then, we created the user preferences dataset.
For each entry (and so, for each user) there are 210 pairs, in which the element are the ID of
the recipes (pairs with elements with same ID were discarded). Each pair has label 1 if the first



accuracy precision recall
Support Vector Machines 76.54% 77.29% 76.54%
K-nearest Neighbors 73.63% 67.49% 73.63%
Neural Network 82.72% 83.26% 82.43%

Table 2
Results of the considered black-box model

Activation function Nodes
Input layer tanh 64
Dropout Rate al 10%

Hidden layer relu 64
Dropout Rate al 10%

batch normalization
Hidden layer linear 64
Dropout Rate al 10%

Output layer softmax 64
Optimization function SGD

learning rate 0,0005

Table 3
Neural network considered during experiments

element is preferred over the second, -1 if the second is preferred over the first, 0 in case of
uncertain relationship among the two element.

5. ILASP and PCA experiments

The next step, after the realization of dataset, was to build a black box model to classify user
preferences expressed in the pairwise form. Because we are in a user-dependent domain we
aims to develop a model for each users, and so the statistics presented from now on are the
mean of all the models results. To do so, we considered several methods, such as Support
Vector Machines, K-nearest Neighbors and Neural Networks, tuning the hyper-parameters for
each of them. The black box model exhibiting the best performance was a fully connected
Neural Network, structured as in Table 3. Therefore we used this network architecture in the
experiments with ILASP. Given that we are modeling user preferences, we trained a distinct
model for each user. For instance, given the model approximating the preferences of user u, and
the input (𝑖1, 𝑖2), the NN outputs a class which should correctly represent the user preference.
In order to evaluate the performance of the Neural Network, we averaged the results over the
validation of each user’s model. The results are reported with the results obtained with Support
Vector Machines and K-nearest Neighbors in table

The aim of this work is to approximate the underlying theory of the Neural Network model
using ILASP. To do so, there are two main possible approaches, that are using of ILASP as global
or local approximator. In this work, we focus on global approximation, in order to extrapolate
the general logic that the Neural Network use to make decision. Specifically, we samples N



pairs (𝑖1, 𝑖2) at random from the feature space and we label these pairs with the predictions
B(𝑖1, 𝑖2) made by the Neural Network; then we train ILASP on these pairs using an appropriate
language bias L. For a deeper description of approximation approaches, please refer to D’Asaro
et al. 2020 [6], which is the starting point of this work, and that we are trying to extent.

During the experimental phase, we focused very thoroughly on preserving the trade-off
between the execution time and the complexity of the theory returned by ILASP, which is used
in order to approximate the Neural Network. Such a theory is a set of weak constraint labeled
with a weight, consisting of different literals, and ordered by priority. Given, for instance, the
following theory:

:~ value(steaming,V1).[-1@3, V1]
:~ value(meat,V1).[V1@2, V1]
:~ value(prepTime,V1).[-V1@1, V1]
:~ value(oven,V1).[-1@4, V1]
:~ category(3), value(boiling,V1).[-V1@5, V1]

this means that according to the explanation produced by ILASP over the set of constraints
obtained from the NN, the user likes (in order of priority) first course dishes that are boiled,
recipes prepared in the oven, recipes with the “steamed” preparation, does not like meat and
likes long preparation times. There are different parameters that influence the theory produced
by ILASP, as well as the accuracy of approximation of the Neural Network, such as the number
of weak constraints and the number of literals allowed for each of them. Other important
parameters are the number of sampled pairs and the dimensionality of the space of features,
which have a relevant impact on the performance of ILASP. Unfortunately, the time complexity
tends to grows exponentially with the increase of these parameters. In Figure 1 we show how
the performances and the training time of ILASP are affected by the increase of the number
of sampled pairs, the maximum number of weak constraints (maxp) in the theory and the
maximum number of literals for each weak constraint (maxv).

To handle this problem, we introduced the Principal Component Analysis in the workflow of
approximation. The aim is to reduce the dimensionality of the dataset (as well as the execution
time of ILASP), with a negligible loss of information.We explored two different approaches to
use the PCA, which we refer to as indirect and direct.

In the indirect PCA we determine which are the most important features among the first n
principal components, so that we can reduce the number of features in the dataset accordingly.
Let us consider the first n Principal Components obtained by applying the PCA on the dataset,
and the weights 𝑤𝑖𝑗 that the feature i assigns to component j, then we only kept the features
such that:

𝑤𝑖𝑗 ≥ 𝜇𝑗 + 2𝜎𝑗 j = 1, ..., n (3)

This means that, the features whose weights are greater then the mean of the features’ weights
plus two times the standard deviation, among the first n PCs, are those that we keep in the
dataset.

In the direct approach, we have passed to ILASP the recipes dataset directly after the PCA (so
passing the PC as features). The idea behind this approach is to significantly reduce the feature



Figure 1: The graphs are divided by row respect to the size of the training set (45, 105 and 210 couples);
and by column respect to estimators (accuracy, precision and recall) and execution time. These graphs
are about ILASP results on user 3 when it is used as global approximator of the neural network. Note
that on the abscissa we have the value of the parameters maxv and maxp, which increase equally. As
cab be seen the execution time grows exponentially both with the size of training set and the increas of
maxp and maxv

space, avoiding the loss of information as much as possible by exploiting the base concept of
PCA, that is to make the first PCs as the ones which explain the higher variance of the dataset.

Given the theory returned with this technique, which will have a shape like the following:

:~ value(pc0,V1).[V1@1, V1]

we can understand the feature involved by retro-projecting, from the PC of interest, the features
which has higher weight. Of course, the effectiveness of this technique is affected by the choice



accuracy precision recall execution time (seconds)
Indirect PCA 62.67% 39.52% 39.48% 7122.82

Direct PCA (5PC) 67.10% 37.75% 39.08% 4.86
Direct PCA (10PC) 72.09% 44.84% 49.02% 8.19
Direct PCA (15PC) 66.90% 36.63% 37.21% 30.47
Direct PCA (20PC) 65.52% 35.11% 35.58% 43.57

Table 4
Results in global approximation with indrect and direct PCA approaches over 10 user with training set
of 190 couples. Accuracy, precision and recall are about performances reached on the test set, of 105
couples, while execution time refer to the time required from ILASP during the training.

of how many feature are retro-projected from the PC. For instance we can extrapolating these
features using the equation 3, considering only the PC given by the theory; or considering the
feature which has higher value for each PC in the theory, and so on.

6. Preliminary Results

In this section we present some preliminary results concerning a subset of 10 users. This is due
to the high execution time faced during the ILASP experiments. These users are the ones with
the top 10 performances obtained with the neural networks, considering the ones with the most
balanced classes distribution. Unfortunately, we have a very unbalanced dataset with respect to
uncertain relationship. In fact for each user, in average, the amount of pairs labeled with the
uncertain relationship is 17.44% of the total. The results proposed concern the use of PCA with
indirect and direct approach for ternary classification, which includes the uncertain relationship
class. In the indirect approach, we set n to 8 (due to the execution time limitations) and preserve
15 features from the starting 48. Moreover, as another method to decrease dimensionality, we
considered meta-class ingredients. In the direct approach, we tested a variable amount of PCs,
namely 5, 10, 15 and 20. Finally, the training and test sets are generated by randomly sampling
from the recipes in the space of the feature (avoiding same recipes in train and test set) and
using them to build the pairs. Training set has 190 pairs, while the test set has 105 pairs, with
the labels being generated from the predictions of the Neural Network. The results are proposed
in the table 4.

The first thing that can be seen is that there is a huge execution time difference between
the indirect PCA and other cases. Furthermore, the best performance are obtained with the
direct PCA method using the first 10 PCs. To better comprehend this difference, let us consider
the results for the third user in the dataset using the indirect PCA method (in Figure 1) and
the direct PCA method (in Figure 2). We can clearly see how in the first case (indirect PCA)
the execution time grows exponentially as the parameters maxv and maxp grow, while in the
second it grows linearly. Note that, in both cases, the dimensionality of the feature space is
set to 15. We believe the main reason behind this behavior is that the PCA, from the starting
feature space, creates a new orthonormal basis. Thus, when ILASP is trained in the direct PCA
case, it has a simpler feature space compared to the starting one, which is used (reduced to 15
feature) in indirect PCA case.



Figure 2: Execution time of ILASP when used as global approximator for user 3 with the use of the
direct PCA method on a training set of 190 pairs, considering the number of PC = 5, 10, 15 and 20

accuracy precision recall execution time (seconds)
Indirect PCA 73.51% 49.19% 47.60% 10855.21

Direct PCA (5PC) 70.44% 41.16% 36.78% 4.03
Direct PCA (10PC) 72.45% 44.12% 39.78% 16.90
Direct PCA (15PC) 74.36% 44.82% 40.54% 26.72
Direct PCA (20PC) 74.87% 46.74% 41.76% 38.90

Table 5
results of ILASP when used directly on the preference dataset with indrect and direct PCA approaches

Another point to consider is that the direct PCA method reaches the best performance with
the use of the first 10 PC, decreasing with the 15 and 20 PC cases. This could be a sort of
early overfitting caused by the fact that both the feature space and the ground-truth are over-
simplified by the combined use of direct PCA method and the use of the predictions of the
neural network as labels. This is further supported by the results in Table 5, obtained using
ILASP directly on the preferences contained in the dataset, labeled with the answers of the
users, rather than with the predictions of the neural networks.

The last thing that has to be noted, is the difference that accuracy results has over precision
and recall results. Beyond the already mentioned unbalanced dataset, we have observed that
ILASP is not good to predict the uncertain relationship cases with the proposed approach. Using



the cost concept, ILASP classifies a pair (𝑖1, 𝑖2) as 𝑖1 is preferred to 𝑖2 if, at higher penalty level
in which the cost of the two element differs, the cost of 𝑖1 is strictly less than the cost of 𝑖2,
regardless of how much big is this difference. The same applies for the case in which 𝑖2 is
preferred to 𝑖1. This, however, doesn’t hold in the case of uncertain, in which the costs of 𝑖1 and
𝑖2 have to be the same in every penalty level, which is statistically less likely to be observed
as compared to the other two cases. Thus, starting from a unbalanced dataset, it is harder
for ILASP to produce a theory for the uncertain cases compared to the other two preference
relationships.

7. Conclusion and future developments

In this work, we present the complete workflow we followed to experiment with the use of ILP
to explain black-box preference learning system. In this work doesn’t yet test the accessibility
of the output given by ILASP for the non-expert user, but this is one point in which we already
give some effort and that we will go in deep in future works.

First, similarly to [9], we created a food preference dataset based on a survey where par-
ticipants ranked Italian recipes. However, our dataset has a much higher dimensionality, and
therefore it is a bigger challenge for logic-based learning algorithms.

We asked each surveyed user to provide orderings for three (partially overlapping) sets of
recipes. The choice of asking users to provide three such orderings was partly due to technical
limitations, since our designated tool for surveys – Microsoft Forms – did not allow users to
order more than 10 elements for each survey, and partly because we wanted to study the more
complicated case of a partial (rather than a total) ordering with inconsistencies and pairwise
indifferent items. Then, to disambiguate, we propose an algorithm to get a full (partial) ordering
from the three different orderings. In future work, it may be worth investigating how the
number and structure of the surveys may affect the proposed approach. We did not just collect
user preferences concerning recipes: in order to validate our approach we collected participants’
opinions on some of the features, asking them questions such as “how do you like parmesan
cheese?”. In future work we will be able to use this information as a ground truth to compare
our learned theories to.

We tested the ILASP framework as global approximator of a fully dense NN model, which
is one of the most widely used deep learning methods, trained to classify users’ preferences.
Because of high execution times, we integrated PCA in the workflow, both with a indirect and
direct approach. Our results were encouraging: we were able to achieve higher accuracy (72.09%)
and significantly decreased computation time. In fact, we went from an average execution time
of about 2 hours to less than 1 minute.

In future work, and following [6], we will use ILASP as local approximation of fully dense
NNs, and perform similar experiments as those of the global approximation case. Another
point we left behind in this work, but need to be investigated, is how to make the direct PCA
approach transparent by showing how it is possible to translate those opaque theories into
human understandable ones. We also found out that ILASP does not perform well when it
comes to uncertain relationships, so we are considering repeating the experiments as a binary
classification task, thus discarding uncertain relationships over the dataset.
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