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Abstract

Process mining is a technique used to analyze and understand business processes. It uses as input the
event log, a type of data used to represent the sequence of activities occurring within a business process.
An event log typically contains information such as the case ID, the performed activity’s name, the
activity’s timestamp, and other data associated with the activity. By analyzing event logs, organizations
can gain a deeper understanding of their business processes, identify areas for improvement, and make
data-driven decisions to optimize their operations. However, as the event logs contain data collected
from different systems involved in the process, such as ERP, CRM, or WfMS systems, they often lack the
necessary context and knowledge to analyze and fully comprehend business processes. By extending the
event logs with domain knowledge, organizations can gain a more complete and accurate insight into
their business processes and make more informed decisions about optimizing them. This paper presents
an approach for enhancing process mining with domain knowledge preserved in domain-specific OWL
ontologies. Event logs are typically stored in structured form in relational databases. This approach first
converts the process data into an event log which is then mapped with ontology concepts. The ontology
contains classes and individuals representing background knowledge of the domain, which supports
the understanding of the data. A class for the specific activities forms the link between the event log
and the ontology. In this manner, it is possible to map the domain knowledge to a particular case and
activity. This allows to determine conditions that must be satisfied for executing tasks and to prune
discovered process models if they are too complex. This approach is demonstrated using data from the
student admission process at FHNW and has been implemented in Protégé.
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1. Introduction

Process mining is a technique used to analyze and understand business processes [1]. It uses as
input the event log, a type of data used to represent the sequence of activities occurring within
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a business process. An event log typically contains information such as the case ID and for each
the performed activity the name, the timestamp, and other data associated with the activity. By
analyzing event logs, organizations can gain a deeper understanding of their business processes,
identify areas for improvement, and make data-driven decisions to optimize their operations [2].
However, as the event logs contain data collected from different information systems involved
in the process, such as ERP, CRM, or WfMS systems, they often lack the necessary context and
knowledge to analyze and fully comprehend business processes. By extending the event logs
with domain knowledge, organizations can gain a more complete and accurate insight into their
business processes and make more informed decisions about optimizing them. Figure 1 gives
an overview of the different applications of process mining presupposing event logs.
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Figure 1: High-level view on process mining [1]

Since event logs are usually stored in structured form in relational databases or a sequential
process event log [3], process mining techniques are designed to work with structured event
logs [2]. In reality, many of a company’s processes are neither digitized nor structured or are
executed manually. Especially in such situations, business logic is required, so it is important to
recognize how individual employees or applications react to the actual work environment and
perform the tasks [4].

This paper presents an approach for incorporating domain knowledge stored in domain-
specific OWL ontologies into process mining, enabling semantic process mining and reasoning
behind activity execution. The approach was developed using the design science research
methodology and applied to the partially digitized master’s degree program application process
at the FHNW University of Applied Sciences and Arts Northwestern Switzerland (FHNW).
Many of the process steps are executed by process experts and require domain knowledge. The
process data is recorded manually in an Excel file, where each line represents one application
and contains both input and output data of the process activities. The developed approach maps
the case ID, activities, and application data with the ontology concepts. The ontology contains
classes and individuals representing background knowledge of the domain, which supports the
understanding of the data. A class for the specific activities forms the link between the event
log and the ontology. In this manner, it is possible to map the domain knowledge to a particular
case and activity. This allows to determine conditions that must be satisfied for executing tasks
and to prune discovered process models if they are too complex. Additionally, it enables the



use of machine learning, for example, to learn types of activities, to predict possible next tasks
in the process flow, and to learn the conditions of gateways using knowledge represented in
concepts and relations of the ontology. The developed artifact is implemented in Protégé, and
data from the student admission process at FHNW was used for the evaluation.

The benefit of this approach is providing context and the ability to reason on data, which
in return helps to make decisions on accurate information and to transform raw data into
actionable knowledge.

The paper is structured as follows: Section 2 discusses the state-of-the-art. The research
strategy used to develop the artifact is described in Section 3. The specific development steps
are detailed in Section 4. Finally, Section 5 elaborates on the research contribution and discusses
further research steps.

2. State of the Art on Semantic Process Mining

In the following subsections, relevant works in the area of semantic process mining are presented.
At the end of this section, the research gap is discussed.

2.1. Process Mining and Knowledge-Intensive Processes

With regard to business processes, a distinction can be made between process and business logic
[4, 5, 6]. Process logic deals with the flow and sequence of activities within a business process
and is focused on the "how" of a business process, typically represented in a process model [4].
On the other hand, business logic refers to the rules and policies that govern operations and
decision-making within an organization. Business logic represents the knowledge in the process
[4]. Tt includes understanding how individual workers or applications respond to real-world
situations of work and perform the tasks assigned to them [5, 6].

Further, a business process can be classified as structured, semi-structured, or unstructured
(ad-hoc) [7]. Structured processes can be predefined and have rules that guide the process flow.
Unstructured processes, conversely, are unforeseen and do not have a predefined sequence of
activities [7]. These processes are often knowledge-intensive and carried out by knowledge
workers or domain experts who rely on their expertise to determine the activities required
to achive the process goals [8]. Business logic is, therefore, critical to understanding how
unstructured processes work [7]. Semi-structured processes combine elements of both structured
and unstructured processes, with some activities having predefined sequences while others do
not [7]. The correlation between business logic and process logic in semi-structured processes
can vary depending on the specific process, and its level of standardization [9]. In general, the
less structured a process is, the more determining its flow relies on business logic. The flow of
semi-structured and especially unstructured processes depends heavily on the knowledge of the
knowledge worker [10]. Unstructured and partially semi-structured processes are associated
with the class of knowledge-intensive processes (KiP) [10]. According to Folino and Pontieri
[2] full spectrum of process mining techniques can be exploited when the event log data are
of good quality and the process is structured. As soon as the process is unstructured or less
structured, or the event logs are incomplete, the existing process mining techniques reach their
limits.



According to Beerepoot et al. [11], one of the nine biggest unsolved Business Process Manage-
ment (BPM) problems is enhancing process mining through the integration of domain-specific
and common sense knowledge. They argue that the event logs are prone to noise or incom-
pleteness and that conventional process mining is insufficient to generate high-quality results.
Enhancing process mining by integrating domain-specific and commonsense knowledge would
lead to high-quality, trustworthy results (see Figure 2). Data alone is not enough to provide
insight or make decisions. Data must be analyzed, interpreted, and contextualized to derive
meaning and value. Applying reasoning techniques to data can identify trends, correlations, or
anomalies that may not be apparent immediately. Reasoning on data provides the ability to
derive new knowledge from existing data, uncover hidden patterns and relationships, and make
informed decisions based on facts [11].
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Figure 2: Enhancing process mining by integrating domain-specific and commonsense knowledge [11]

2.2. Semantic Process Mining and Enrichment of Event Logs

Semantic or knowledge-augmented [11] process mining aims to use the semantics (meaning
or relationship of meanings) of data recorded in event logs to provide results at a conceptual
level [12]. Various studies have already demonstrated the potential of enriching event logs
with additional information. Ingvaldsen and Gulla [13] have shown, based on a real case, the
application of process mining when event logs are enriched with data from several information
management systems. Such integration type is also called the data warehouse approach. How-
ever, this approach does not consider activities performed outside the ERP system. In contrast,
De Medeiros et al. [12] pointed out that event logs are simply strings without any meanings
and provide purely synthetic analysis. For this reason, they have developed a semantic-based
and context-aware framework based on Semantic Web Services technology, which supports
semantic process mining. Figure 3 represents the main building blocks: ontology, mapping
from the process model or event logs to ontology concepts, and ontology reasoner. As defined
by Gruber [14], ontologies establish a collection of commonly understood concepts essential
for analysis and formalize their interrelationships and attributes. Building on this framework,
Tran et al. [15] have designed an approach that enables ontology-based data integration and
knowledge discovery. Thereby, the event logs are mapped with concepts of the TOVE (TOronto



-
(process)

discovery -
- event
conformance
——1 logs

model
extension

loads, {5
i Reasoner |
reasons i__ i

linksto & ol links to

Figure 3: The fundamental components required for creating semantic process mining algorithms [12]

Virtual Enterprise) ontology. This approach assumes that event logs can be extracted from
Process-Aware Information System (PAIS) or other database systems. In addition, the minimum
requirements for the event logs are mandated, such as case ID, activity, and timestamp.

Nykénen et al. [16] introduced an approach that links ontology structures with event logs,
primarily applicable to engineering and maintenance processes. A process and product ontology,
shown in Figure 4, forms the foundation of this approach, which assumes that the process is
divided into phases, each consisting of specific activities. The product ontology describes the
documents involved in the process, and they are linked to activities recorded in the event log.
Since activities are defined as classes and sub-classes in the ontology, there is a hierarchical
relationship between them, allowing the examination of the process at various levels of detail,
such as individual phases. The approach was developed based on a fictitious process and
requires an event log that meets the minimum requirements, i.e., contains case ID, activity, and
a timestamp.
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Figure 4: Process and product ontology [16]

Dixit et al. [17] argue that domain knowledge can improve process discovery by addressing
the limitations of the data. The evolved approach specifies domain knowledge in the form of
constraints and is applied at the post-processing stage. To form the background knowledge,
a declarative process model encoded in DECLARE language is used. This approach modifies
already existing event logs. Okoye et al. [18] and Okoye [19] also highlight the importance of
machine-understandable systems that process information semantically annotated or formally



represented in an ontology. Therefore, a Semantic Process Mining and Model Analysis Frame-
work (SPMaAF) approach was developed, which annotates semantically process instances with
concepts from the real world and links them to a domain ontology. This improves the process
mining results by providing relevant domain knowledge or information about the process
instance. Figure 5 represent the framework’s components. In the first step, process discovery is
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Figure 5: Semantic Process Mining and Model Analysis Framework (SPMaAF) [18]
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performed, then cross-validation between the process model and traces from the event log is
executed to check the trace fitness. Subsequently, information related to the different entities
present in the event log and the process model is mapped to the concepts of the underlying
ontology. The proposed approach assumes that an event log, which satisfies the minimum
requirements, exists and the activities are executed sequentially.

Khan et al. [20] propose a knowledge-centric framework to address the semantic incomplete-
ness of event traces. The approach identifies missing events by inferring potential relations
between entity pairs based on existing knowledge, aiming to complement the event log. The
approach generates a set of candidate event traces as output to improve the utility of mined
models. The approach assumes the knowledge graph encodes event data, enterprise domain
knowledge, and business rules. However, the designed approach primarily targets issues with
process discovery when event logs are noisy.

In contrast to the previous approaches, Adamo et al. [21] have extended the Business Process
Model and Notation (BPMN) standard to represent historically, causally, and rationally based
co-occurrence dependencies and their rationales. Figure 6 represent the developed annotation.
They argue that the relationship between activities has different types and motivations (e.g., a
norm, goal, or an ontological law-of-nature). Process modelers and analysts have to invest time
in learning the notation in this approach. While the visualization of relationships enhances the
comprehension and outcome of the redesign, it is still not yet sufficient to incorporate domain
knowledge and the underlying reasoning behind the decisions made during process execution.

Although various approaches already exist, integrating domain or common sense knowledge
into process mining is one of the nine biggest unsolved BPM challenges [11]. The approaches
mentioned previously assume that a process logic exists. Some approaches assume that most
activities are performed sequentially. In contrast, processes for which event logs exist only
partially or for which there is no event log and the flow should be learned only from process
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Figure 6: Proposed BPMN extention

data remain an ongoing challenge. This paper aims to contribute to this challenge.

3. Design Science Research

The approach presented in this paper focuses on developing an artifact that solves a real-life
problem. Therefore, the Design Science Research (DSR) paradigm was applied [22].

The problem was identified through a literature review and a case study that refers to the
student admission process for the master’s program Business Information Systems (BIS) at
FHNW. A workshop and interview were conducted to collect data within the case study. The
suggestion phase involved identifying appropriate methods for representing domain knowledge
and ensuring machine interpretability. A representation of domain knowledge in the form of
an ontology was identified as appropriate. The domain knowledge was captured in an OWL
ontology, following the methodology for creating ontologies proposed by Noy and McGuinness
[23].

In the evaluation phase, the effectiveness of the domain knowledge in improving the under-
standing of the data was assessed. A knowledge worker formulated several questions and tested
whether they could be answered using domain knowledge. These queries were based on the
competency question. In the last phase of the DSR, the conclusion, the contribution to the body
of knowledge, and further research were discussed.

4. Design and Development of the Approach

This section provides a detailed discussion of the development process of the artifact. It includes
an explanation of the main components of the proposed solution and an overview of the design
and development steps.

4.1. Student Admission Process

The FHNW admission process is a knowledge-intensive and semi-structured process that
involves multiple knowledge workers, such as administrators and program heads. The process
begins when a candidate fills out an online form, after which all activities are performed
manually, and outcomes are documented in an Excel file. Due to the manual execution of



activities, timestamps are absent. This makes it impossible to determine the order in which
activities are executed for each process instance. The process has more than 30 activities and
involves admission criteria such as university accreditation, language proficiency, and grades.
The sequence of activities is not always significant, and knowledge workers have the flexibility
to execute activities in various orders. If an activity outcome reveals that a candidate does not
meet any of the mandatory requirements, the application is rejected, thus ending the process.
Over the years, regulations have changed, and transforming grades, particularly for foreign
universities, remains a significant challenge as multiple formulas can be used. It also happens
that none of the formulas gives a correct result. Domain knowledge is critical to executing the
process effectively and ensuring the applicants are treated equally. Table 1 shows an excerpt of
the manually recorded process data.
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An application corresponds to a single row and can be equated with a case. Whenever a
new application is received, this is recorded in the next free row, and thus the row number
can be equated with the case ID. Each column in the dataset represents an activity that can be
carried out by one or multiple knowledge workers and may occur once or multiple times in one
process instance. As there is no event data except for the process trigger, the process data and
its business logic provide the foundation for the knowledge base. The quality of the data had to
be ensured, therefore, preprocessing of process data was necessary.

4.2. Building a Knowledge Base from Process Data and Business Logic

The first step to building the ontology was to define the scope. For this purpose, several
competence questions [24] were defined, which the ontology should be capable of answering:

1. Which task should be executed in the process model for a given application?
2. How can an overview be created to find any errors in the ontology?

3. What are the criteria for accepting a candidate at FHNW?

4. Who is conducting which specific task?

These questions were used to evaluate the ontology. A bottom-up approach was taken to
determine the classes and their hierarchy [23].

Initially, the class "Person" and "Application" were introduced. The subclass "Candidate" and
"Staff" were included under the "Person" class, and the "Role" class was created to identify the
different roles that persons can have. An application involves several documents, and as a result,
the "Documents" class was added, containing details about the candidate’s country of origin



("Country" class), individual degree ("IndividualDegree" class), English skills ("EnglishSkills"
class), university ("HigherEducationInstitution" class), grading system ("GradingSystem" class),
and study program ("StudyProgram" class). Candidates specify the semester (Spring or Fall) and
study mode (Part Time or Full Time) they wish to enroll in, leading to the development of the
"Semester" and "StudyMode" classes. At the end of the process, a decision is made regarding
whether the candidate must attend a pre-master program ("PreMaster” class). Lastly, the specific
process activities were added as a class "Activity BPMN".

Ontologies can establish connections between classes and instances by assigning properties
to associations that allow inferences to be made about them [25]. Object properties establish
links between individuals, classes, or both [25]. The relationships were defined based on the
described current student admission process from the interviews, regulations, and process data.
Figure 7 visualizes the different classes and object properties defined by using the tool Protégé.
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Figure 7: Classes and object properties

Data properties, on the other hand, establish connections between individuals and data values.
Figure 8 illustrates the hierarchy of data properties, including both asserted and inferred prop-
erties. The "Range" column specifies the classes to which each data property is linked [25]. For
instance, the data property "ratingGradeStatus", assigned to the class "IndividualDegree", has a
data type of "xsd:string." Properties can have different facets that describe various characteristics
of the values they hold, including value type, allowed values, and cardinality [25].

Instances, also called individuals, represent objects within a domain [25]. Each individual
contains a unique value for each property of the related class. The combination of instances
and classes forms the knowledge base. Figure 9 shows such an example of an instance within a
class and individually with its own allocations to class, object, and data properties.
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4.3. SWRL Rules in the Ontology

SWRL, the Semantic Web Rule Language, enables the creation of rules expressed in OWL
concepts that allow more powerful deductive reasoning than OWL alone [26]. The SWRL rules
are relevant to answering competency question: "Which task should be executed in the process
model for a given application?".

An OWL ontology consists of axioms and facts, and there are different types of axioms, e.g.,
SubClass, EquivalentClass, and Rule axioms. A rule axiom contains an antecedent (body) and
a consequent (head), both of which have a set of atoms [27]. The SWRL rule has a "human-
readable" form, with the antecedent and consequent conjunctions of atoms written as a* A... Aa®.
Variables are specified by preceding them with a question mark 7.

Further considerations were required to interpret the loose values once the ontology was
enriched with data. The activities of the admissions process, such as verification of bachelor’s
degree and work experience, were represented as instances in the ontology. Thus, when a new
application arrives, the corresponding activity should be triggered based on the candidate’s



information. To achieve this, the SWRL rules must be executed. For example, if the candidate
has a Bachelor’s degree from a Swiss university, then the knowledge worker must check the
accreditation and, thus, perform the activity "Check Website Swiss universities". This can be
represented as the following SWRL rule:

HigherEducationInstitution(?h) A locatedIn(?h, Switzerland) ->

execute(Assistant, CheckWebsiteSwissuniversities)

Furthermore, there is the need to map a negation. For example, if the university at which the
candidate received the bachelor’s degree is not in Switzerland. In such a case, the knowledge
worker performs another activity and checks the accreditation on a different website. This
negative can be represented as the following SWRL rule:

fhnw_admission:HigherEducationInstitution(?h) ~
fhnw_admission:locatedIn(?h, ?c) A
differentFrom(?c, fhnw_admission:Switzerland) ->
fhnw_admission:execute(fhnw_admission:Assistant,
fhnw_admission:CheckWebsiteAnabin)

HermiT reasoner was used to detect whether the ontology is consistent and identify sub-
sumption relations between classes.

4.4. Evaluation of the Ontology

The developed ontology was tested against the defined competency questions, and the knowl-
edge worker verified the output. For this purpose, various SPARQL queries were specified. This
query is relevant to answer the competency question "What are the criteria for accepting a
candidate at FHNW?":

PREFIX sss: <http://www.simoneichele.ch/FHNW_Admission#>
SELECT ?Candidate ?Application ?Grade ?WorkExperience
?RatingWork ?UniAccredition ?Accepted

WHERE

{ ?Candidate sss:submit ?Application.
?Candidate sss:AboutIndividualDegree ?IndividualDegree.
?Candidate sss:hasWorkExperience ?WorkExperience.
?Application sss:ratesWorkExperience ?RatingWork.
?Application sss:decision ?Accepted.
?IndividualDegree sss:hasAverageGrade ?Grade.
?IndividualDegree sss:issue ?AccreditationUniversity
?HigherEducationInstitution sss:hasStatus ?UniAccredition.
FILTER (?Accepted = "accepted informed") }

The result is a table showing the criteria for a positive decision:
The next SPARQL query is relevant to answering competency question "Who is conducting
which specific task?":



Table 2
Result of the SPARQL query

Candidate Application Grade WorkExperience RatingWork AccreditionUniversity UniAccredition Accepted Bachelor
Simon SimonApplication 4.7 10y3m + FHNW StatusH+ accepted informed SimonBachelor
1HansMusterr 1HansMustermann 4.7 10y3m +H FHNW StatusH+ accepted informed 1HansMustermann

PREFIX sss: <http://www.simoneichele.ch/FHNW_Admission#>
SELECT ?Task ?Role
WHERE { ?Role sss:execute ?Task. }

As a result, the individual roles and activities they perform are listed.

4.5. Automatic Mapping of Process Data to Ontology through Axioms

The process data is stored in a spreadsheet, so the Cellfie plugin was used for the import [28].
MappingMasterDSL, a domain-specific language (DSL) based on Manchester syntax, is utilized
to construct transformation expressions that define mappings from spreadsheet content to OWL
ontologies [29]. For this purpose, it was necessary to create axioms. First, the transformation
rules were defined in the Transformation Rule Editor. The following is an example where a new
candidate is imported where the Individual defines the instance name:

Individual: @B2

Types: Candidate

Facts: candidateID @A2(xsd:integer)
Facts: lastName @C2

Facts: firstName @D2

Facts: startSemester @E2

Facts: chooseStudyMode @F2

Facts: chooseStudyMode @G2

Facts: hasGender @H2

Facts: hasWorkExperience @N2

Facts: hasLanguageSkill @P2

Facts: conductInterview @S2 (mm:DefaultLiteral="No")
Facts: liveIn @Z2

Facts: attendPreMaster @V2

Facts: attendPreMaster @W2

Facts: attendPreMaster @X2

Facts: AboutIndividualDegree @AE2
Facts: submit @AF2

After defining the rules, the axioms can be generated, and a preview is displayed. Based on
the Cellfie plugin [28], a total of 14 axioms are generated, which can be added to either a new
or an existing ontology. Figure 10 visualizes the generated axioms and the instance import.
During the import process, it is verified if there is an existing instance of the connected object
properties or data properties. A link between the values to the corresponding classes or data
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Celffe generates 14 axioms:
AHanshustermann For: ® Candidate Candidate = hasLanguageskill ?
@ tHanshustermann Type Candidate = AboutindividualDegree 1HansMustermannBachelor
@ simon e Individual As = startSemester Feb-22
= choose StudyMode PartTi

@ tHansHustermann attendPreMlaster InformationSystem chooseStudyMode PartTime

et Incvics = attendPreMaster Information
@ tHanshustermann chooseStudyMode ParTime Diterent i attendPreMaster Informationsystem

-
@ 1HansMustermann hasLanguageSkil 2 liveln Afghanistan
@ tHanslustermann Iveln Alghanistan
@ 1HansMustermann startSemester Feb-22 ata property assertior
@ 1HansHustermann candidatelD 1 = candidatelD 1
@ tHanshustermann conductintendew "No™sd:string m=lasthame “Mustermann”»*xsd:string
@ 1HansMustermann firstName "Hans"*xsd string. hasGender "FA*xsd:string
@ tHansMustermann hasGender Fsdstring = hasWorkExperience "0y 3mAAxsd:string
@ tHansMustermann hasWorkExperience 10y 3m™sd:string = conductinterview "No"ANxsd:string
@ tHansHustermann lasiName “Mustermann™xsd:sting = firstName "Hans"AAxsd:string
foct property
View Log
Negatve ita
Cancel Add to a new ontology || Add to current ontology

To use the ressones clck Ressoner> Statreasonar / Show Infrences 5

Figure 10: Preview of Generates Axioms and Instance of Imported Process Data

values is created if such an instance exists. However, if no instance is present, the link cannot
be established, and an unlinked instance without assignment to any class is generated. In such
cases, manual mapping of the instance to a class is necessary.

Currently, a complete event log for the Admission process does not exist. Nevertheless, the
ontology has already been built in such a way that a subsequent import of event logs would
be possible. The event log is assumed to meet the minimum requirements and has a case ID
and the activity performed. A synthetic event log was generated for demonstration purposes.
Figure 11 visualizes the mapping procedure.

Tabai

r_2027:08 ¢ Log_Helens_|

Ak [ Dvite Losd Rles S Rutes S A

Genwrss Axioma

Figure 11: Event log mapping using Cellfie plugin [28]

Specific to the event log, transformation rules are defined, and then activities from the event
log are mapped to the activities in the "Activity BPMN" class. Event logs that contain one or
more fully executed process instances, as well as event logs that have open process instances,
could be loaded into the ontology. In this way, it is possible to make suggestions for ongoing
instances, such as which activities still need to be carried out. In order not to generate redundant



data, the event logs are not stored in the ontology but are afterward deleted and thus remain in
the original system, such as CRM, ERP, or WEMS.

5. Conclusion

The presented approach shows the potential of enriching process mining with domain knowledge
even in the absence of explicit event logs. Traditional process mining approaches start with
the analysis of event logs. However, the approach presented in this paper uses process data
generated during process execution as a starting point. In addition, the approach can also use
event logs as a starting point.

The approach has also shown that reasoning and justification can be provided regarding
the execution of certain activities. The ontology provides information about which activities
are necessary and which are not or identify criteria for the process flow depending on the
knowledge about decision criteria. For example, the ontology relates information about appli-
cant, university and applications. For example, if the accreditation status of a university, at
which the applicant made the bachelor degree, is already included in the ontology, the activity
"CheckUniversityAccreditation” can be skipped for this application. The approach presented is
still a work in progress, and there are several opportunities for future research. One such area
is enriching the ontology with additional concepts such as time. Furthermore, exploring the
combination of ontology with generic ontologies such as TOVE or the BPMN 2.0 ontology [30]
is another opportunity for future research.

Ultimately, the artifact can be applied to different types of process mining, such as process
discovery, conformance checking, and action-oriented process mining.
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