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Abstract

This paper addresses the automatic generation of explanatory text from flowchart images in patents.
The construction of an explanatory text generator consists of four steps: (1) automatic recognition of
flowchart images from patent images, (2) extraction of text strings from flowchart images, (3) creation
of data for machine learning, and (4) construction of an explanatory text generator using T5. In this
study, a benchmark consisting of 7,099 images was constructed to determine whether an image in a
patent is a flowchart. Furthermore, an explanatory text generator was constructed from the images
using 11,188 flowchart image-explanatory text pairs. The experimental results showed that a
recognition accuracy of 0.9645 was achieved for flowchart images. Although high-quality explanatory
text could be generated from flowchart images, some issues remain for flowcharts with complex

shapes.
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1. Introduction

A procedural text is a description of a set of procedures
to achieve a particular objective. Our goal is to
automatically extract knowledge about a series of
procedures in a wide range of fields from texts and
systematize them. Here, we describe the automatic
generation of explanatory text from flowchart images
in patents.

In automatically generating explanatory text for
the flowchart images, we focus on the abstract and
selected figures of the patent. A selection figure
enables us to grasp the outline of the invention quickly
and accurately. The applicant usually selects a diagram
from among the diagrams in the patent that they
consider necessary for understanding the abstract
contents. If a classifier that automatically determines
whether an image in a patent is a flowchart or not is
constructed and only those selected diagrams that are
flowcharts are extracted, a large number of pairs of
flowcharts and their explanatory texts (i.e., patent
abstracts) can be generated automatically.
Furthermore, using these pairs, we believe it is
possible to construct a system that automatically
generates explanatory text from flowchart images
using machine learning.

The contributions of this paper are as follows:

®  To determine whether an image in a patent is a
configuration diagram, flowchart, or table, we
constructed a benchmark consisting of 7,099
images. We used this benchmark to achieve a
classification accuracy of 0.9645.

®  We constructed 11,188 pairs of flowchart images
and their descriptions automatically.

®  Using these pairs, we constructed a system that
automatically generates explanatory text from
flowchart images through machine learning.
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2. Related Work

2.1. Flowchart Analysis

Services that share flowcharts, such as
myExperiment and SHIWA, have started recently,
which has led to a demand for techniques to search for
similarities between one flowchart and another
flowchart [1]. A related research project in flowchart
image analysis is CLEF-IP, which refers to a task
targeting patents [2]. The Conference and Labs of the
Evaluation Forum (CLEF) is a workshop on
information retrieval held mainly in Europe. CLEF-IP
recognizes shapes, detects text, edges, and nodes that
are elements of flowcharts, and recognizes flowcharts.
Herrera-Camara also worked to recognize flowchart
images [3]. In addition, Sethi et al. identified flowcharts
from diagram images in deep learning-related papers
and further analyzed the flowcharts to build a system
that outputs the sources in Keras and Caffe [4]. This
research differs from theirs in that we take a flowchart
image as input and output its description as a natural
language sentence. We considered the availability of
resources such as the CLEF-IP for our work, but as it is
too small to be used as training data for the generation
of explanatory texts, this study started with the
creation of training data.

2.2. Generating Text from Figures
and Tables

Chart to text refers to the task of generating natural
language sentences to describe the important
information derived from charts and tables. Zhu et al.
[5] addressed this problem by building a system,



AutoChart. A human and machine evaluation of the
generated text and charts demonstrates that the
generated text is informative, coherent, and relevant to
the corresponding charts [6].

Tan and colleagues [7] generated sentences from
pie charts, bar graphs, and line graphs in scientific
papers, while Kantharaj and colleagues [8] generated
sentences from charts using generators such as T5 [9],
BART, and GPT2 based on bar and line graphs mainly
describing economic, market, and social issues.
Instead of graphs, this study uses flowchart images as
inputs and the goal is to automatically generate
explanatory text from these flowcharts.

3. Automatic Generation of
Explanatory Text from
Flowchart Images

The construction of the generator of explanatory text
consists of the following four steps: (Step 1) automatic
recognition of flowchart images; (Step 2) extraction of
character strings from the flowchart image; (Step 3)
creation of data for machine learning; and (Step 4)

construction of an explanatory text generator using T5.

Each procedure is described as follows.

(Step 1) Automatic recognition of flowchart images

Convolutional neural networks (CNNs) are used to
recognize flowchart images in patents. Our method
uses seven CNN models trained on a large image data
set called “ImageNet” to construct a learning model by
fine tuning, and its effectiveness is verified through the
experiments described in Section 4.

(Step 2) Extraction of character strings from the
flowchart image

An optical character recognition function in Google
Cloud Vision (https://cloud.google.com/vision) is
used to extract text strings from flowcharts. An
example of a flowchart image and the character
recognition result are shown in Figures 1 and 2
respectively. Here, “\n” indicates a line break.
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Figure 1: Example of Flowchart Image Included in a
Patent
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1 Figures 2 and 3 show examples of a character recognition result
and a manually written explanatory text (patent abstract). In this
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[original]
PEARAEE\n ORLE E\n PBEEREO FlcT

MUY Rz fi\n 1 EROFIMEE VT
\n 7 FLPRAMEBNLIERZRIC\D 7+ FLY
ANEBUET D LIk > T \n BRSO
~NEBEYVHLIZ\n R AL PR MRE— VBT
B\n 55 1 R K0 O 2 Bk OFSMRE \n 1
T DA R ASG = A D 2 2128~ T
\n R AR L A R oK — i b \n(HE S THE)\n
FHABL DA f K= Rk & HT\n Lk
O LI GBI R\ AL DR S5 —
ek E KR S D KB E\n %R
\nP110\nP120\nP130\nP140\nP150

[translation]

Semiconductor devices \n Manufacturing method
for \n photoresist is applied over the semiconductor
layer \n using ultraviolet light of the first
wavelength \n After exposing the photoresist \n by
developing the photoresist, \n The photoresist is
developed to form a negative resist pattern that
extends into the aperture. \n Negative resist pattern
is formed. \n By exposing the negative resist pattern
to ultraviolet rays of the second wavelength, which
is shorter than the first wavelength \n by irradiating
the negative resist pattern, \n curing the negative
resist pattern by irradiating it with ultraviolet light
of the second wavelength, which is shorter than the
first wavelength. \n (Irradiation process) \n The
negative resist pattern is formed \n Metal film is
formed on top of the semiconductor layer \n
Negative resist pattern is removed from the
semiconductor layer \n Completion \n P110 \n
P120 \n P130 \n P140 \n P150

Figure 2: Character Recognition Results for the Image
in Figure 1.

(Step 3) Creation of data for machine learning

We build an explanatory text generator by machine
learning, using pairs of character recognition results
and explanatory text from a large number of flowchart
images. In this process, we consider that data with
large differences between the character recognition
results and the manually written explanatory texts
(patent abstracts) are inappropriate as training datal;
therefore, we exclude these data. In this process, we
calculate the similarity between the character
recognition result and the explanatory text of the
flowchart image using Gestalt pattern matching [10]
and use only the pairs that are above a threshold value
for training.

(Step 4) Construction of an explanatory text
generator using T5

We build an explanatory text generator by the
language model T5. With respect to the flowchart
image in Figure 1, the input and output of T5 are Figure
2 for input and Figure 3 for output.

case, the similarity between them is so high that we use them as
machine learning data.



[original]

PEAEEORLEEIL, FEEEO LI+ b
VYA MRS TRE B 1RROENME
ANTT7 4 PP A PEBHLIZRIZT + FLY
AMEBURT D LI X o T BHARORMA~E
BOHLIERTH LA MY =% BT D
TRE H1ERLVEVE 2 EOSRIME
TV DA ARG =T 5 2 LIc k-~ T
XTBVDA NRE — o Tl & D WS TR
L B TRE T 72, IATBL DA P RS —
YORBENOEETIERERED LT, =7
V(N i) 2D EICHRD®EEEZ BT 5 Lk
L AT DR MR — U EIREDN LR E
THLREZHMA D,

[translation]

The method of manufacturing a semiconductor
device comprises the steps of: applying a
photoresist onto a semiconductor layer; forming a
negative resist pattern, which is pressed inwards
into an aperture, by developing the photoresist after
exposing the photoresist using a first wavelength of
ultraviolet light; forming a negative resist pattern by
irradiating the negative resist pattern with
ultraviolet light of a second wavelength that is
shorter than the first wavelength; and The negative
resist pattern is hardened by irradiating the
negative resist pattern with ultraviolet light of a
second wavelength shorter than the first
wavelength; forming a metal film mainly comprising
nickel (Ni) on the semiconductor layer exposed from
the opening of the negative resist pattern after
performing the irradiation process; and removing
the negative resist pattern from the semiconductor
layer. The process of removing the negative resist
pattern from the semiconductor layer.

Figure 3: Explanatory Text (Patent Abstract)
Correspongind to the Image in Figure 1

4. Experiments

We performed some experiments to confirm the
effectiveness of our method.

4.1. Automatic Recognition of
Flowchart Images

Data

Using 7,099 randomly selected images from the
2018 edition of the Japanese Patent Public Gazette, we
manually identified whether they were flowcharts or
not and obtained 1,120 flowcharts from the 7,099
cases.

Alternative methods

As a baseline method, we used Keras, a deep
learning library, to build CNN training models with
three layers for Conv2D and two layers for
MaxPooling2D. As a comparison method, we used
seven CNN models: VGG16, VGG19, ResNet50,
InceptionV3, MobileNet, DenseNet169, and
DenseNet121 trained on a large image data set called
ImageNet.
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Evaluation
The seven methods and the baseline method were
evaluated using Precision, Recall, and F-measure.

Results

The experimental results are shown in Table 1.
Among the compared methods, DenseNet121 was the
most accurate in detecting flowcharts in terms of
Precision. The results from DenseNet121 were used in
the subsequent experiments.

Table 1
Flowchart Recognition Results with Eight Models
Precision Recall F-
measure

Baseline 0.8508 0.8902 0.8701
VGG16 0.8750 0.9711 0.9205
VGG19 0.9227 0.9653 0.9435
ResNet50 0.8698 0.9653 0.9151
InceptionV3 0.9422 0.9422 0.9422
MobileNet 0.9326 0.9595 0.9459
DenseNet169 0.9593 0.9538 0.9565
DenseNet121 0.9645 0.9422 0.9532

4.2. Automatic Generation of
Explanatory Text from Flowchart
Images

Data

Among the Japanese patents published from 2010
to 2019, 11,188 patents that included flowcharts and
with a similarity of 0.1 by Gestalt pattern matching
were used in our experiments. Of these patents, 90%
were categorized as training data and the remainder as
validation and evaluation data.

Hyperparameters
The following hyperparameters were used in the
generation of explanatory texts by T5.
Max input length: 280
Max target length: 256
Train batch size: 8
Eval batch size: 8
Num train epochs: 6

Evaluation
Our method was evaluated using the following

measures:

®  ROUGE-N: This is the most basic index and is a
method of taking the degree of agreement in N-
gram units. In this case, N = 1, 2 were used for
evaluation (https://github.com/pltrdy/rouge).

® ROUGE-L: Evaluates the maximum sequence that
matches the generated summary and the
manually generated summary.

® BERTScore [11]: An automatic evaluation metric
using the language model BERT [12], which
calculates the similarity between texts using
vector representations obtained from pretrained
BERT.



Results
The results of Recall, Precision, and F-measure for
ROUGE-1, ROUGE-2, ROUGE-L, and BERTScore.

Table 2
Evaluation Results for the Generation of Explanatory
Texts

Recall Precision F-
measure
ROUGE-1 0.47 0.72 0.55
ROUGE-2 0.26 0.46 0.32
ROUGE-L 0.41 0.64 0.49
BERTScore 0.74 0.77 0.75

Discussion

For simple geometries with no branches in the
flowchart (see Figure 4), we obtained good analytical
results. Figures 5 and 6 show the explanatory text and
the patent summary (correct answer) generated by
our method, respectively.
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Figure 4: Example of Target Image for Generation
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[original]

T ABHGE T~ SN D T A DRELZRET D
T A A =2 O— R~ T 5 i@ 22 & A
% & T YL@ 22 O & I E S 2 M
TEES 2 AT 2 KERETR B A B A1 2 Bt TR
& R E R i@ 2E ] O 2 E T 5 1
FERE TR & | IREERE TR THRIE ST D ImE
IZEEDWT, T ARBITKELRFAEL TV DG
MEHEE T D ARFEMEE TR & 2 FTT 5,
[translation]

The following processes are performed: An
installation process in which a water-difference
estimation jig is attached to a gas meter with a
connecting space that is connected to the primary
side of the gas meter that measures the flow rate of
gas supplied to the gas supply point and a humidity
measuring section that measures the humidity in the
connecting space; a humidity measurement process
in which the humidity in the connecting space is
measured by the humidity measuring section; and a
water-difference estimation process in which
whether a water drop occurs in a gas pipe is
estimated based on the humidity measured in the
humidity measurement process.

[original]
WERBZBR AT 2B TR L . BT 2k
Fa AT Tl TR R OB RIE TR % BT 5
TREERE TAR & 5o 7 A BHE AT C O B
TE TR TORER RITHEDWT, KEREEFTE
HeET DAERETRE, 281,

[translation]

The process includes a mounting process to install
the measurement jig, which is a humidity
measurement process to perform the mounting and
humidity measurement processes at multiple gas
supply locations, and a water-difference estimation
process to estimate the location of water-difference
occurrence based on the measurement results of the
humidity measurement process at multiple gas
supply locations.

Figure 5: Exploratory Text Automatically Generated
from the Image in Figure 1

Figure 6: Patent Summary for the Image in Figure 1
(Correct Answer)

Flowcharts with complex shapes, such as the one
shown in Figure 7, tended to generate low-quality
explanatory text. The dash line boxes in the figure
were added by the author for the purpose of
explanation. The description generated by the process
in Figure 7 is shown in Figure 8.
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Figure 7: Example of a Flowchart with Conditional
Branching




[original]
IRE— F~BAT L(s2110), BN W4 IS
L (s2110), 25 % RE L(s2110), @R O
BT 5 (s2112), % LT, BRGNS
PITE e AR L T 2 205 20 2 ) 7E L (s2112),
AR S RaE 5 & (52112 (27T yes), TR
HE— N/ T3 5(s2112), EREIIE— N &
WRTT5 & (52112 12T yes), BREIE— %
HTT 5,
[translation]
The system moves to the latent mode (s2110),
obtains the reliability information (s2110),
determines the variable magnification factor
(s2110), and starts measuring the elapsed time
(s2112). The image display then determines
whether or not the predetermined time has elapsed
(s2112). When the predetermined time elapses (yes
at s2112), the latent report mode is terminated
(s2112). When the latent report mode is terminated
(ves at s2112), the latent report mode is terminated.
Figure 8: Exploratory Text Automatically Generated
from the Image in Figure 7

Looking at Figure 8, overall, step IDs such as s2110
do not correspond to the explanatory text, but this is
because this time the coordinates of each string in the
figure are not considered at all. The first conditional
branch is “When the predetermined time elapses (yes
at s2112), the latent report mode is terminated.” The
correct sentence is generated except for the step ID
(s2112) (see Figure 8). However, the dashed box in
Figure 5 is not included in the explanatory text.
Currently, the character strings output by Google
Cloud Vision’s character recognition results are used
as input to T5 as they are, but in the future, it will be
necessary to perform preprocessing such as
considering the coordinate information of the
character strings and reordering them appropriately.

5. Conclusions

In this study, 11,188 flowchart image-description
pairs were obtained from patents and these data were
used to construct a system that automatically
generates descriptions of flowchart images using T5.
The experimental results showed that for the detection
of flowchart images, an accuracy of 0.9645 was
achieved with a fine-tuned model using DenseNet121.
In the generation of explanatory text from flowchart
images, it was found that high-quality explanatory text
could be generated, although some issues remain for
flowcharts with complex shapes. In the future, we will
examine the possibility of generating appropriate
explanatory text for flowcharts with complex shapes,
such as those containing multiple conditional branches,
by considering the positional information of each
character string in the image, rather than using the
character strings in the flowchart as is.
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