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Abstract

The number of patent applications is enormous, and patent documents are long and complex. Methods for automatically

obtaining the most salient information in a short text would thus be useful for patent professionals and other practitioners.

However, patent summarization is currently under-researched; moreover, the proposed methods are difficult to compare

directly as they are generally tested on different datasets. In this paper, we benchmark several extractive, abstractive, and

hybrid summarization methods on the BigPatent dataset, compare automatic metrics and show qualitative insights.
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1. Introduction
Patents protect inventions that their holders consider

important enough to take legal action to obtain the

monopoly in using, making, and selling them — and thus,

profit from their wit. Thus, they help in valuing intellec-

tual work. At the same time, inventors must disclose the

invention and its characteristics in detail to file a patent

application: thus, patents are intended to benefit society

and help new knowledge spread — correcting the ten-

dency to keep valuable technical details secret. Patents,

however, are difficult to process: the number of patent

applications is enormous and patent documents are long

and hard to read, rich in technical and legal language.

To this end, tools that automatically extract or gener-

ate summaries from patent documents can be particularly

valuable in helping patent agents, R&D groups, and other

professionals; using summaries instead of the whole doc-

ument can also improve the performance of automatic

processes, as shown in other domains [1, 2].

In the general domain, summarization tools and

methodologies have shown promising results; applica-

tions to the patent domain are, however, still relatively

limited. Moreover, while previous work has explored

methods for automatically generating patent summaries,

these methods are hard to compare, as no generally ac-

cepted benchmarks exist; thus, conclusions on the pros

and cons of each approach are hard to make. Even the

most recent abstractive dataset presents important limi-

tations and issues that might make direct comparisons

meaningless [3].

To partially fill this gap, we benchmark existing ap-
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proaches in the patent domain, specifically on the Big-

Patent [4] dataset. The dataset is popular in the NLP com-

munity, as patents present several challenges in terms of

abstractivity, length, and language, among others; more-

over, while not exempt from design issues, it is also one

of the few patent benchmarks that allow for a direct

comparison between approaches. We evaluate extrac-

tive, abstractive, and hybrid methods; we also explore

transferring summarization methods from the scientific

paper domain [5] with limited success. For each method,

we discuss strengths and limitations, provide standard

summarization metrics and qualitative insights.

2. Previous work

2.1. Automatic text summarization
Methods for text summarization are generally classified

into extractive, abstractive, and hybrid ones.

In extractive text summarization, a subset of sentences

from the source document is chosen as the most represen-

tative, and the final summary is a simple concatenation of

such sentences. Methods can be graph-based [6, 7, 8], rely

on token frequency [9], or on learned intrinsic features

[10, 11, 12].

In contrast, abstractive text summarization aims at

generating a new piece of text based on the source, sim-

ilar to what a person would do, and can contain novel

vocabulary or expressions. Sequence-to-sequence mod-

els [13, 14, 15, 16, 17] are popular for this task, with

transformer-based ones being particularly performative

[18, 19, 20, 21]. Finally, hybrid methods try to fuse both

approaches, for example, by extracting and rewriting

sentences [22].

Extractive models are generally simpler than abstrac-

tive ones and require fewer computational resources and

data; however, summaries have to contain complete sen-
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tences from the source, which often contain both central

and peripheral information. Moreover, the final sum-

mary is a simple concatenation of sentences, with pend-

ing references and no discourse structure. Abstractive

summaries are more similar to those written by humans.

Information can be easily condensed and the generated

text is much more natural and easier to read. However,

abstractive models might produce non-factual informa-

tion, i.e. include statements that are not in the source or

that directly contradict them. See, e.g., [23] for a compre-

hensive survey of summarization techniques.

2.2. Patent summarization
Many traditional approaches for patent summarization

have been extractive. The document is often segmented

into sentences or fragments [24] and preprocessed (e.g.,

to keep specific parts of speech only [25, 26]); features

can then be extracted. General-domain ones include key-

words [27], title words, cue words, and position. An

anthology for technical terms might also be used [26, 28].

Domain-specific approaches [24] are often linguistically-

motivated. Once extracted, features are used to score the

sentence relevance in the summary either heuristically

[27] or in a data-driven way [24, 29, 30, 31]. Alternative

approaches use the patent discourse structure, which

they prune [32].

Recently, [4] introduced the BigPatent dataset, whose

associated task is that of summarizing the patent’s De-

tailed Description into its Abstract. As authors show,

patents’ Abstracts are highly abstractive — with relevant

content spread throughout the input — and have many

novel n-grams. The dataset has been used as a testbed

for general-purpose systems [19, 33, 34, 21, 35], given

the high abstractivity of its targets and the length of its

inputs.

For an overview of patent summarization approaches,

see [36].

3. Dataset
We use the G (Physics) subsection of the BigPatent dataset

[4].

The dataset is associated with the task of generating

the patent Abstract from its Description. We are aware

of the practical imitations of this setting, as the Abstract

contains superficial and general information, but still

consider experimenting on the dataset useful given its

popularity in the Natural Language Processing commu-

nity.

The dataset exists in two versions [3]. The original ver-

sion text is uncased and tokenized, and its input typically

contains the Detailed Description only (i.e., a subsection

of the Description section). The alternative version con-

# docs 258,935

Summary

# tokens (avg) 121.0

# sents (avg) 3.6

sent len (avg) 43.4

Source

# tokens (avg) 4,893.6

# sents (avg) 161.2

sent length (avg) 31.3

compression ratio 45.8

Table 1
Length statistics on the BigPatent/G dataset. The number of

tokens, sentences, tokens per sentence, and the compression

ratio are computed per document and then averaged. The

compression ratio is the ratio between the number of tokens

in the source and the number of tokens in the Abstract.

tains the full Description with all its subsections, in the

original casing. We will use this version in this paper.

However, we notice two main limitations. First, patents

lack section headers due to the performed preprocessing;

thus, any structural information is lost. Second, the input

often contains the author’s Summary of the Invention,

which significantly simplifies the task.

To solve both issues, we download the raw data and (i)

apply all original preprocessing steps, excluding remov-

ing the subsection headers and newlines, and (ii) remove

the Summary of the Invention section by heuristically

matching headers. Table 1 contains some metrics on our

version of the dataset.

4. Evaluation Protocol
Evaluating patent summarization results is challenging.

On the one hand, automatic text simplification outputs

(and Natural Language Generation outputs in general)

are difficult to evaluate automatically, and the problem

is considered open [37, 38].

While automatic metrics such as ROUGE [39] exist,

they have known limitations. In the patent domain in

particular, some previous work [40, 31] has anecdotally

questioned the metric validity (and its correlation to ex-

pert’s opinion and practical utility), even if no quantita-

tive studies in the patent domain have been performed,

to the best of our knowledge. More complex metrics, e.g.,

model-based methods [41, 42], should be fine-tuned with

domain-specific data.

On the other hans, human evaluation is not easier.

In fact, it is particularly hard in the patent domain for

two main reasons: a) the best way to evaluate a summa-

rization output is to read the whole source document.

However, patents are extremely long and hard to read; b)

patent documents and Abstracts are extremely complex

and should be evaluated by legal and technical experts,

but hiring such experts is very expensive and unpractical

in most scenarios.
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Aware of these limitations, we will use two main eval-

uation methods:

• Automatic evaluation: we will select hyper-

parameters and automatically evaluate outputs

using ROUGE [39]. We also experimented with

factuality-related metrics, e.g., QAEval [41]; how-

ever, they do not seem to adapt well to the patent

domain and should be fine-tuned.

• Qualitative evaluation: we report a preliminary

qualitative evaluation of a subset of candidate

summaries. We will consider the patent fluency,

consistency, and similarity to the Abstract.

5. Extractive methods

5.1. Graph-based systems
The core idea of graph-based methods is to represent the

original document as a graph having sentences as nodes

and their similarity as edges, and then extract the most

central sentences only.

5.1.1. TextRank [7]

TextRank uses the number of shared words among two

sentences, normalized by the length of the sentences as

its similarity metrics. Edges in the complete graph are

then pruned using a threshold, and the most central sen-

tences according to PageRank [43] are extracted. We used

the summa1

implementation. In this implementation, the

user chooses the target summary length in terms of to-

kens, and the number of sentences that best approximate

that number is extracted. We cross-validated the number

of tokens and left any other parameters at their default

values. Some sample outputs are in Table ??.

5.1.2. LexRank [6]

LexRank is similar in nature to TextRank, but it uses

the cosine similarity of their Term Frequency–Inverse

Document Frequency (TF-IDF) representation as its simi-

larity metrics. We used the sumy implementation
2

. We

validated the number of extracted sentences per patent

and left any other parameters at their default value. The

algorithms are unsupervised and can easily be used even

for very long documents with no modifications. We also

tried to perform experiments with PacSum [8] but found

the algorithm extremely computationally demanding in

our use case.

1
https://summanlp.github.io/textrank/

2
https://github.com/miso-belica/sumy

Set #T. ROUGE-1 ROUGE-2 ROUGE-L

Val 50 28.20 8.52 18.08

Val 100 37.06 11.40 21.99

Val 150 38.60 12.33 22.33
Val 250 35.39 12.27 20.69

Val 500 25.74 10.37 16.11

Val 1000 16.22 7.65 11.00

Test 150 38.59 12.30 22.33

Table 2
Results using TextRank. We selected the number of extracted

tokens on the validation test and run the most promising

model on the test set.

Set #S ROUGE-1 ROUGE-2 ROUGE-L

Val 1 26.03 8.12 17.40

Val 2 34.72 10.93 21.14

Val 3 37.48 12.02 21.89
Val 4 37.76 12.40 21.71

Val 5 36.92 12.46 21.16

Val 6 35.62 12.36 20.48

Test 4 37.76 12.46 21.76

Table 3
Results using LexRank. We selected the number of extracted

sentences on the validation test and run the most promising

model on the test set.

Automatic evaluation ROUGE scores are shown in

Table 2 and 3. As expected, performance is similar for the

two systems, with TextRank being marginally superior.

Unsurprisingly, the best-performing systems are those

that select a number of tokens or sentences similar to

that of the gold standard.

Qualitative assessment The outputs obtained using

the two algorithms are relatively similar. We notice that

the sentence tokenization is not always perfect: for exam-

ple, the extracted summary of patent US-2005152022-A1

contains the sentence "The mixed color display [...] by the
type of processes described in the aforementioned U.S. Pat.
No.", where the patent number has been incorrectly con-

sidered as a stand-alone sentence. This is in accordance

with previous work [44, 45], which showed that general-

domain Natural Language Processing resources tend to

have suboptimal performance in the patent domain and

should be adapted.

Moreover, sentences naturally contain references to

other parts of the original text
3

e.g., "as described be-
low" in US.2005152011-A1 or "according to claim 1" in

US-9478115-B2.

We also notice that all the extracted sentences tend to

be extremely long and naturally contain core and periph-

eral information (e.g., included in parenthesis). These

3
Sentences also tend to contain numerical references to the figures,

which are lost.
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Set #S ROUGE-1 ROUGE-2 ROUGE-L

Val 1 20.09 4.38 13.54

Val 2 28.51 6.48 17.15

Val 3 32.37 7.70 18.43

Val 4 33.93 8.38 18.80
Val 5 34.28 8.78 18.70

Val 6 34.00 9.02 18.43

Val 7 33.30 9.14 18.05

Val 8 32.44 9.20 17.63

Test 5 34.26 8.72 18.66

Table 4
Result using LSA. We selected the number of extracted sen-

tences (#S) on the validation test and run the most promising

model on the test set.

are known limitations of naive extractive models and are

very common problems of our extracted summaries. Ex-

tracted sentences do not seem too similar to each other,

which is sometimes described as a limitation of graph-

based systems.

Even with their limitations, the algorithms seem to per-

form reasonable content selection (with TextRank being

superior to LexRank also from a qualitative perspective);

when compared to their references, the extracted sum-

maries often contain most of their core elements and, in

many cases, are very similar to the reference in terms

of content. This is evident in some specific cases (e.g.,

patent US-9478115-B2 and US-2003016244-A1) and is in-

teresting, considering the algorithm is unsupervised.

If we assume the final target of the extracted sum-

maries is human readers, the lack of discourse structure

and the length of the extracted sentences might make

the outputs too hard to understand. It might, however,

be possible to use the outputs in an ad hoc interface, e.g.,

where core sentences are highlighted.

5.2. Latent Semantic Analysis
Latent Semantic Analysis [46] aims at exploiting the la-

tent semantic structure of the document and extracts

sentences that best represent the most important latent

topics. The algorithm decomposes the term-sentence ma-

trix constructed from the source document using SVD

[47]. The 𝑡 × 𝑠 terms-by-sentence matrix 𝐴 is thus de-

composed as 𝐴 = 𝑈Σ𝑉 𝑇
. Thus, the original matrix

is decomposed into a matrix of term distributions over

latent topics, a diagonal matrix of topic importance (the

singular values), and a matrix of topic distributions across

sentences. For each of the 𝐾 most salient latent topics

(i.e., those corresponding to the largest singular values),

the sentence with the largest index value is included in

the summary [48, 10]. We use the sumy implementation,

validate the number of sentences, and leave all other pa-

rameters at their default values. Some sample outputs

are in Table ??.

Set ROUGE-1 ROUGE-2 ROUGE-L

Validation 41.70 17.52 28.38

Test 41.53 17.25 28.18

Table 5
RBART results on the validation and test sets.

Automatic evaluation Table 4 shows the ROUGE

scores. LSA tends to perform worse than the graph-based

algorithms. In contrast to the graph-based methods, it

tends to work best when extracting several short sen-

tences.

Qualitative assessment Even with the known limi-

tations of extractive systems (references, structure, sen-

tences needing compression, etc.), some reasonable con-

tent selection is performed. For example, they often ex-

tract the sentence that describes the invention’s nature,

as in “The present invention is based on the object to pro-
vide an operator system for a machine, which is ergonomic
with regard to the handling thereof and offers sufficient
work protection." for US-9478115-B2 or “The present in-
vention relates to computer security and, more particularly,
to an efficient method of screening untrusted digital files."
for US-9208317-B2. Sentences are generally shorter than

those extracted by graph-based systems.

[31] noticed LSA showed a better quality when com-

pared to TextRank in the generation of patent titles. Our

results do not confirm this finding for Abstract gener-

ation from the Description as measured automatically;

qualitatively, the results are relatively different and might

be used for different purposes.

6. Abstractive methods
We use BART [18], a sequence-to-sequence system, as

a baseline for abstractive summarization. We fine-tune

a BART-base model (∼ 140 million parameters) on the

BigPatent/G datasets. We train using the Hugging Face

library with early stopping on the evaluation loss (pa-

tience: 5) and the following hyperparameters: max target

length: 250; number of beams: 5; evaluation steps: 10k;

max steps: 500M. We leave all other parameters at their

default values. Some sample outputs are in Table ??.

Automatic evaluation Table 5 shows the results in

terms of ROUGE. As expected, the results improve over

all extractive systems, with an increase of almost 5

ROUGE-2 points over the best extractive system.

Qualitative assessment Qualitatively, we notice that

summaries are generally grammatical, with very rare lo-

cal problems. Text is coherent and much easier to read

and understand than those composed through extracted

4



BART Hybrid Gold standard

Coverage (avg) 95.75 96.12 90.68

Density (avg) 11.84 8.83 3.82

Table 6
Extractivity metrics on the summaries generated by the fine-

tuned BART and the select and rephrase models. We also

report the corresponding metrics on the gold-standard sum-

maries for comparison. The metrics are computed per docu-

ment and then averaged.

sentences. In all cases, summaries seem adequate and

convey the main points of their gold standard counter-

parts.

However, we noticed that the generated summaries

are largely extractive, with no or few modifications to

sentences in the source. In the following example, the

extractive fragments in the summary generated for patent

US-2005152022-A1 and its source (Background of the

Invention subsection) are underlined.

More specifically, in one aspect this invention relates
to electro-optic displays with simplified backplanes, and
methods for driving such displays. In another aspect, this
invention relates to electro-optic displays in which mul-
tiple types of electro-optic units are used to improve the
colors available from the displays. The present invention
is especially, though not exclusively, intended for use in
electrophoretic displays.

While some deletion is performed, most text is directly

extracted from the source. To quantify how extractive

the generated summaries are with respect to the source,

we compute the coverage and the density of the gen-

erated summaries, following [49], which we report in

Table 6. The extractive fragment coverage measures the

proportion of tokens in the summary that is part of an

extractive fragment; it roughly measures how much a

summary vocabulary is derivative of a text. The den-

sity also takes into account the length of the extractive

fragments: the higher the density, the better a summary

can be described as a series of extractions. We notice

that the generated summaries tend to have much longer

abstractive fragments with respect to the gold standard.

7. Hybrid methods

7.1. Extractive to abstractive: select and
rephrase

Results in the previous sections show graph-based extrac-

tive methods tend to be able to select central content but

lack any discourse structure. Using BART solved some

of these issues, but the model can only summarize the

first part of the patent document, as its input length is

limited to 1024 subtokens.

Set #T ROUGE-1 ROUGE-2 ROUGE-L

Val 1000 42.79 17.92 28.79
Val 500 41.54 16.74 27.88

Val 250 40.33 15.60 27.01

Test 1000 42.47 17.74 28.59

Table 7
Result using the previously described hybrid approach. We

selected the number of extracted tokens (#T) on the validation

test and run the most promising model on the test set.

Thus, in this section, we explore a hybrid approach. We

first select important sentences using an unsupervised

graph-based algorithm and then rewrite the content us-

ing an abstractive system. Specifically, we use TextRank

as it performed best among the considered extractive

models. We considered three extracted lengths: 1000,

500, and 250 tokens. Then, we train a BART system to

rephrase the selected sentences to generate the target

summary: we use the selected sentences as the input and

the original gold standard as the target and fine-tuned

the model. Some sample outputs are in Table ??.

Automatic evaluation Table 7 reports the ROUGE

scores. Extracting 1000 tokens through TextRank and

then rephrasing the summary using BART results in the

highest ROUGE, surpassing the vanilla BART approach

on all metrics. The obtained metrics are the highest

among all the extractive and abstractive models we con-

sidered.

Note that, even for the approaches where a smaller

number of tokens is extracted, relatively good perfor-

mances are obtained. Extracting 500 tokens results in

scores only marginally worse than those obtained by a

BART model fed with the first 1024 subtokens. While re-

sults obtained by extracting 250 tokens only score worse

in terms of ROUGE, the rewriting component is crucial.

In fact, an improvement of 5 ROUGE-1, 3.3 ROUGE-2, and

5.3 ROUGE-L points is observed over the results obtained

using TextRank only.

Qualitative assessment The outputs obtained with

this approach are fluent, and relatively similar to those

obtained through the vanilla BART. The coverage and

density (Table 6) also show a marginally lower extractiv-

ity of the generated summaries.

7.2. DANCER
An alternative approach to deal with high document

length is to exploit the document structure. To sum-

marize scientific documents, for example, [5], proposed

to deal with different sections independently; however,

no experiments were performed in the patent domain.
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Here, we explore if adapting this method to the patent

domain can be useful.

Specifically, we perform the steps described in the

following.

• Dividing and normalizing subsections: To divide

the Description text into subsections, we use sim-

ple regular expressions, exploiting the fact that

section headers lines include fully cased tokens

only. Patent headers can follow different conven-

tions
4

. Thus, we normalize the headers through

a simple keyword-matching algorithm into nine

classes. The classes are shown in Table 8. Subsec-

tions that did not match with any of the keywords

were left in a default category and ignored.

• Alignment between abstract sentences and sub-

sections: Following [5], we use ROUGE-L [39]

to align sentences in the abstract to patent sub-

sections. Specifically, for each sentence in the

Abstract, we compute its ROUGE-L recall with all

individual paragraphs in all subsections; we then

align the sentence with the subsection containing

the paragraph with the maximum score
5

. Figure

3 shows the percentage of subsections that, when

present, align with at least one sentence in the

patent’s Abstract.

• Using paired elements as training data: Fol-

lowing the previous steps, each Abstract sen-

tence is aligned with a Description subsection.

Thus, for each (Description, Abstract)𝑖 pair, we

created 𝑁 (Subsection, Abstract sentence(s))𝑖𝑛
pairs, where 𝑁 is the number of unique subsec-

tions that are aligned with at least one sentence in

the Abstract. If multiple sentences align with the

same patent subsection, the target contains all the

aligned sentences in their original order. We then

trained a BART-base model [18] using the subsec-

tion as input and the aligned sentence(s) as target;

we set the maximum generated length to 250, the

number of beams to 5, and left all other hyper-

parameters at their default values. We trained

with early stopping on the validation set. Table 9

reports the metrics obtained by the model on the

sentence generation step. We also experimented

with prepending the subsection type (as a special

token) to its text but with no improvement.

• Inference: At inference, we obtain the final sum-

mary by concatenating the sentences generated

from the individual subsections. Patent structure

is less coherent than that of papers; in fact, not

4
For example, subsections with similar content can be named Fields,

Field, Field Of The Invention, etc.

5
We retrieve the subsection containing most of the sentence content,

regardless of any possible additional text (that the summarization

model will learn to filter out).

#Tokens % patents

Field 73.73 38.27%

Background 710.04 94.85%

Drawings 243.43 97.60%

Embodiments 3168.25 53.07%

References 92.10 28.18%

Related Art 644.27 4.12%

Objective 256.95 2.09%

Detailed Descr. 3404.91 55.23%

Table 8
Average length of each subsection type and percentage of

patents that contain the subsection.

all subsections appear in all patents. We thus con-

sider several strategies for subsection selection:

(i) Pre-selection: We heuristically pre-select

subsections based on their role
6

and fed

them to the trained model in their original

order. We then concatenated the results.

(ii) Generate from M subsections: We retrieve

all subsections in the patent and sort them

according to how likely they are to be

aligned in the whole dataset (Figure 3). We

generate from the first M most commonly

aligned subsection, where M goes from 1

to the total number of subsections in the

patent. The final summary is a concatena-

tion of the generated sentences.

(iii) Generate from all subsections in the patent:

we use all subsections in their original or-

der and concatenate the results.

• Second abstractive step: The final abstract ob-

tained as a concatenation of sentences lacks any

discourse structure and might not be coherent;

in particular, we notice that it often contains

repeated information. Thus, we explore if per-

forming a second abstractive step can improve

performance. To this end, we train a second

BART model that, given the output of the pre-

vious step (i.e., the summary as a concatenation

of sentences), is trained to paraphrase it to be

more similar to the target Abstract.

Some sample outputs (before performing the second ab-

stractive step) are in Table ??.

Automatic evaluation Table 10 reports the results on

the validation set. We report results obtained by gener-

ating from pre-selection, using the best-aligned section

only (as a baseline), the best result with a varying number

of sections (and Figure 2 shows ROUGE-L as a function of

6
We selected the subsections of type FIELD, BACKGROUND, EM-

BODIMENTS, OBJECTIVE, DESCRIPTION

6



[ name=plotLeft, scale=0.45, tick label style=font=, ylabel near

ticks, xlabel style=yshift=2.2ex, xticklabel style=rotate=90,

title=Train aligned sections, title style=yshift=-1.5ex,,

symbolic x coords=BACKGROUND, DESCRIPTION,

DRAWINGS, EMBODIMENTS, FIELD, OBJECTIVE,

REFERENCES, RELATED ART, xtick=data, ] [ybar]

coordinates (BACKGROUND, 48.66) (DESCRIPTION, 87.02)

(DRAWINGS, 1.76) (EMBODIMENTS, 83.49) (FIELD, 22.51)

(OBJECTIVE, 2.14) (REFERENCES, 2.02) (RELATED ART,

33.65) ; [ at=(plotLeft.right of south east), anchor=left of

south west, scale=0.45, tick label style=font=, ylabel near

ticks, xlabel style=yshift=2.2ex, xticklabel style=rotate=90,

title=Val aligned sections, title style=yshift=-1.5ex,, symbolic

x coords=BACKGROUND, DESCRIPTION, DRAWINGS,

EMBODIMENTS, FIELD, OBJECTIVE, REFERENCES,

RELATED ART, xtick=data, ] [ybar] coordinates

(BACKGROUND, 49.31) (DESCRIPTION, 86.67) (DRAWINGS,

1.86) (EMBODIMENTS, 83.59) (FIELD, 23.04) (OBJECTIVE,

29.21) (REFERENCES, 1.79) (RELATED ART, 34.74) ;

Figure 1: Percentage of subsections that, when present, are

aligned to at least one sentence in the Abstract in the train

(left) and validation (right) sets.

Model R1 R2 RL

BART 35.00 15.74 26.63

BART(+ subs. type) 33.28 14.81 25.66

Table 9
Model trained on generating the Abstract sentence(s) given

the subsection. We also experimented with prepending the

subsection text with its type.

Model R1 R2 RL

DANCER (preselection) 38.73 16.03 25.63

DANCER (best aligned, M=1) 27.39 10.64 19.83

DANCER (best M, M=3) 40.70 16.45 25.08

DANCER (all) 40.68 16.38 25.90

DANCER + abstractive 38.88 15.89 26.99

Table 10
Results on the validation set.

[ xlabel= Number of sections, ylabel= ROUGE-L,

width=7.7cm,height=7cm] [color=black,mark=x] coordinates

(1, 17.95) (2, 22.46) (3, 24.42) (4, 24.40) (5, 24.39) (6, 24.39) (7,

24.39) ;

Figure 2: ROUGE-L results as a function of the number of

subsections used for the generation.

the number of summarized subsections), and the result

obtained by summarizing all sections. We also report

the results after the second abstractive step. Note that

none of the configurations surpasses the simple BART

baseline.

Qualitative analysis Inspecting the outputs, we no-

ticed that many of the sentences generated from various

[ height=5cm, width=7cm, ybar interval, ymin=0,

ymax=150000, xmin=0.5,xmax=7.5, minor y tick num = 1,

xlabel=distinct subsections, ylabel=Abs. # of Abstracts, ]

+[ybar interval, mark=no, draw=black, fill = white] plot

coordinates (1, 130664) (2, 113373) (3, 13537) (4, 1196) (5, 138)

(6, 24) (7, 3) ;

Figure 3: Number of unique subsections types to

which the Abstract aligns.

subsections are very similar and describe what the in-

vention is and its goal. While the second abstractive step

helps limit repetition, the resulting output is often short

and contains too little information compared to the gold

standard. We noticed a number of issues that could make

the transfer from the scientific publications to the patent

domain unsuccessful:

• Less predictable structure and session headers:

Scientific papers have a very coherent structure

as they tend to roughly follow a fixed schema

(e.g., Introduction, Previous Work, Method, Con-

clusions), with each section having a clear fixed

role. While, on a superficial level, patent docu-

ments have a similar structure with sections and

subsections, they are less coherent. As Table 8

shows, the subsections of the Description tend to

vary. Moreover, the role of each subsection is less

determined.

• Less compositional Abstracts: An analysis of the

Abstracts’ compositionality shows that many of

the sentences in the Abstract align with the same

patent subsections. Figure 3 represents the num-

ber of unique sentences to which each Abstract

aligns. Note most patent Abstracts only align to

one or two different subsections. Moreover, a

qualitative analysis of the Abstract shows that

while paper abstracts tend to follow a fixed struc-

ture (first describing the background, then the

goal and methods, then the results and conclu-

sions), patent Abstracts seem to lack the compo-

sitional nature of scientific papers. The lack of a

fixed flow in the Abstract might also explain the

relatively low results obtained by the abstractive

model when generating the Abstract sentence(s)

from the original subsections. As the alignment

is more random, finding a pattern and correctly

generating the aligned sentences is more chal-

lenging.

8. Conclusions
In this paper, we have benchmarked several extractive, ab-

stractive, and hybrid methods on the BigPatent/G dataset.

7



Among extractive systems, we found that graph-based

ones seem appropriate for content selection and perform

relatively well in metrics and outputs. However, the

extracted outputs are subject to all the limitations of

extractive summarization, with dangling references being

particularly common. The length of the sentences, the

dangling references, and the lack of discourse structure

make the outputs challenging to process for humans and

possibly machines.

Among the abstractive approaches, we have analyzed

BART and have found that it performs best in automatic

metrics compared to extractive algorithms. We have also

found that the produced outputs are, in fact, not very

abstractive with respect to the input, with long chunks

of texts identical to input passages; the model seems,

however, very good in removing non-central content

from the single sentences, which extractive systems are

natively unable to do. In future work, we plan to explore

more powerful abstractive models, including those in the

GPT family [50, 51, 52].

We have considered a simple select-and-rewrite ap-

proach, which obtained the best automatic metrics. We

have also tried to adapt DANCER, initially designed for

scientific articles, to the patent domain. However, we

have found that patents are more variable in the sections

they contain and in the sections’ content itself, and their

Abstracts tend to be less compositional than those of pa-

pers. Thus, the approach was not particularly successful

when transferring to the patent domain.

Our setting, however, has several limitations. First, the

BigPatent dataset has known issues, and the Abstract is

not regarded as the best target for summarization in the

patent community, as it contains superficial information

rather than the core invention nature. Second, we did

not have the opportunity to collaborate with legal and

technical experts to evaluate our outputs.

We believe that future work on patent summariza-

tion should tackle a number of open problems. First, we

hope that this work will motivate the creation of better

benchmarks, which can be shared among researchers and

practitioners interested in patent summarization. Sec-

ond, we hope that the design of such a benchmark can be

made in conjunction with patent experts and industrial

practitioners to ensure that it can be practically useful;

while it is likely not practical to ask experts to write gold-

standard summaries, there is space for improvement in

the current setting. Third, the validity of the standard

evaluation metrics in the patent domains should be mea-

sured based on experts’ evaluation of the outputs. Finally,

the factual accuracy of abstractive methods — which is

particularly important in a legal and technical domain —-

should be better investigated.
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