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Abstract

In the digital age, the significant increase in information generation and processing is
accompanied by a growing threat of unauthorized access, illegal distribution, and use. One of
the most promising strategies for protecting information from various cyber threats and
malicious attacks is the use of Natural Language Processing (NLP) processors. This article
focuses on the methodology of data protection in the context of utilizing Natural Language
Processing for sentiment analysis and trend detection. Emphasis is placed on the relevance of
using NLP to address tasks related to text content analysis for identifying suspicious or
dangerous information. The article covers the stages of text data collection and processing,
including data gathering from various sources such as social media, news portals, forums, and
blogs. Subsequently, preliminary processing is performed, involving noise removal,
tokenization, stemming, and lemmatization of the text to prepare the data for further analysis.
The application of NLP allows for the identification of keywords, topics, sentiment, and text
structure, facilitating categorization and trend identification in public opinion. Additionally, a
mathematical model for detecting phishing indicators is presented, along with an example of
identifying suspicious text features. It is noted that the use of cryptographic methods can
effectively secure processed data, reducing the risk of unauthorized access or misuse. The
article provides a detailed description of data protection methods in the process of sentiment
analysis using NLP and underscores the necessity of employing cryptographic techniques to
ensure the security of processed text data.
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1. Introduction

In today's information society, against the backdrop of rapid technological advancements and
dynamic changes in the global information space, information security gains increasing importance and
relevance. The growing volume of information circulating on the Internet, along with the rapid
development of social networks, digital platforms, and online services, creates new opportunities for
communication, collaboration, and knowledge access. However, this also increases the risk of
unauthorized access to personal data, the spread of disinformation, phishing attacks, and other threats
that jeopardize the security and resilience of information processes.
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In this context, it is crucial not only to identify specific threats and react to them but also to anticipate
their emergence, understand the dynamics of global trends, and adapt security measures in a timely
manner. One way to achieve this goal is by utilizing Natural Language Processing (NLP) for the
analysis of public opinion and textual content [1]. NLP encompasses a set of technologies based on
natural language processing and machine learning, enabling the automatic analysis and understanding
of linguistic context [2].

The aim of this article is to explore the relevance and importance of applying NLP in the context of
analyzing global trends and public opinion, as well as their role in ensuring the security of information
processes. To achieve this goal, a comprehensive approach is used, which includes data collection and
preparation, identification of key topics and terms, sentiment analysis, and the application of
classification and clustering methods. By investigating the capabilities of these technologies, the article
aims to highlight their potential in detecting and countering cyber threats, including phishing attacks,
the dissemination of disinformation, and other forms of attacks on information security. Additionally,
the article emphasizes the importance of analyzing global trends and public sentiment as tools for
prevention and response to potential threats. This contributes to a deeper understanding of the role of
NLP in the modern information environment and helps develop new approaches to ensuring the security
of information processes, providing more effective protection in the evolving digital landscape.

2. Related works

Analysis of trends and public opinion is a key tool for business, politics, science, and social research
in the modern information society. The use of Natural Language Processors (NLP) allows for the
automation of the analysis of a large amount of textual information, enabling the detection of topics,
sentiments, and sentiment [3]. However, this approach faces significant challenges in terms of
confidentiality, integrity, and security of processed information.

NLP has long been used for the analysis of public opinion and trend identification in textual sources
[4]. Previous research has focused on sentiment analysis, emotion classification, as well as identifying
keywords and phrases to understand public sentiments [5].

Recently, researchers have been paying attention to the application of cryptographic methods to
protect information processed using natural language processors [6]. This is important due to the risks
to the confidentiality and integrity of data during text processing by third parties.

Previous research has focused on the development of cryptographic methods to protect information
transmitted and processed when using natural language processors [7]. Some approaches include the
use of encryption, message signing, and other cryptographic protocols to ensure the confidentiality and
authenticity of data during processing [8, 9].

Additionally, the interest in text processors is evidenced by publications related to the analysis of
various languages, such as Indonesian [10], Bengali [11], Arabic [12], and others.

3. Research methodology

The methodology of the research discussed in this article is based on the combination of NLP
analysis with the analysis of global trends and public opinion to ensure information (data) protection in
the digital environment. In the context of the article, data protection is regarded as the application of
cryptographic methods and strategies to guarantee the confidentiality, integrity, and availability of data
being processed and stored while using Natural Language Processing for trend analysis and public
sentiment evaluation. This encompasses protection against unauthorized data access, ensuring the
confidentiality of personal information, and guaranteeing data unavailability to unauthorized parties.
Such protection may involve encryption, authentication, digital signatures, and other cryptographic
methods to secure data during processing.

Inturn, the analysis of global trends is considered as the process of studying and identifying common
changes or patterns in data that reflect a particular evolution or movement in public opinion or consumer
behavior based on the analysis of a large volume of textual information, including social media, news,
blogs, and other virtual sources. This may include identifying popular topics, opinions, sentiments,
reactions, or thoughts that circulate online, as well as identifying changes in consumer habits, trends in



public opinion, or reactions to specific events. Such analysis can help in understanding public sentiment
towards specific issues, identifying risks, determining popular opinions, and forecasting potential
directions of development.

The concept of "public opinion™ is used to refer to the collective beliefs, views, and sentiments of
the public, which can be expressed through various sources such as social media, surveys, expert
opinions, and other communication channels. This encompasses a wide range of views, beliefs,
reactions, and sentiments that exist in society regarding specific issues, events, individuals, or
processes. Public opinion is important for determining trends and sentiments in society, as well as for
measuring the level of support or rejection of certain ideas, political decisions, goods, or services. The
analysis of public opinion can help in understanding the needs and expectations of society, as well as
in forming communication and influence strategies.

To achieve the stated research goal, a systematic methodology has been developed, which includes
the following steps:

1. Data Collection and Preparation. The initial stage involves gathering various textual data
from different sources, such as social media, news portals, forums, etc. [13-14]. The sample
should be representative and cover current topics and trends. The collected data undergo
preliminary processing, such as tokenization, noise removal, and so on.

2. Analysis of Global Trends and Public Opinion. The application of natural language
processing allows for the identification of key topics, popularity, and sentiments in textual data
[15-16]. Using classification and clustering methods, connections between terms are
established, and patterns in global trends and public opinion are identified.

3. Detection of Threats and Anomalies. The use of NLP enables the detection of textual
indicators that may point to security threats, such as phishing attempts, the spread of
disinformation, insults, and more [17]. An automated analysis system can highlight suspicious
information and classify it based on predefined criteria.

4. Development of Forecasting Models. By utilizing data on global trends and public opinion,
predictive models can be created to help anticipate potential risks and threats in the future [18].
These models may be based on the analysis of past events and dependencies between various
factors.

5. Validation and Evaluation of Results. Assessing the effectiveness of developed models and
methods requires validation on real data or simulated scenarios. This stage involves comparing
the analysis results with actual events and evaluating the accuracy of forecasts.

6. Analysis of Innovative Approaches. Innovative approaches to the application of natural
language processors in ensuring information security and trend analysis include the use of deep
learning, neural networks, and other modern methods [19-20].

This methodology enables the detection, analysis, and prediction of security threats and real-time
responses, relying on the analysis of textual content and global sentiments. The research findings can
be a valuable contribution to enhancing information security and risk management in the modern digital
environment.

3.1. Data collection

The first stage of the research involves collecting a large volume of textual data from various sources
such as social networks, news portals, forums, and blogs [21]. It is important to consider the diversity
of sources and linguistic variety to ensure the representativeness of the sample. At this stage, a
substantial amount of textual data is gathered from different sources for further analysis and processing.
Since information sources can be diverse, ensuring the representativeness of the sample, including
linguistic and cultural diversity, is crucial [22].

Steps of data collection:

1. Source Determination. The selection of information sources depends on the specific
objectives of the research. Social networks (Twitter, Facebook, Reddit), news portals (BBC,
CNN), forums, and blogs can provide diverse insights into global trends and public opinion
[21].



2. Data Collection. The use of APIs and web scraping assists in automatically gathering textual
data from selected sources. For example, Twitter API can be used to collect tweets on a specific
topic.

3. Linguistic Diversity. Ensuring representativeness involves choosing data from different
languages and cultures. For instance, if the research pertains to global trends in sustainable
technologies, it's important to consider data from various countries and linguistic communities
[10-12].

Figure 1 provides a scheme of the process of collecting textual data from various sources. This
scheme illustrates how, after data collection, analysis and processing of information occur to identify
key aspects, sentiment analysis, and semantic analysis. It also involves analyzing textual relationships
between words and concepts. All these stages help in understanding global trends and public opinion
based on an extensive selection of textual data.

Thanks to the integration of NLP in this process, researchers and specialists receive additional tools
for understanding social and informational phenomena, which are becoming more and more complex.
The results of such research can be used to develop more effective risk management strategies, ensure
cyber security and create more objective information environments. Thus, the use of NLP in the
collection and analysis of textual data has great potential for improving the quality and security of the
information space.

Data collected from various sources
and language contexts (data volume)

Y

Analysis and

processing
. Sentiment
Identlf;:at;zl:suf key analysis and
P semantic analysis
Text links

Figure 1: Data collection scheme from information sources

3.2. Preprocessing

The obtained data undergo preprocessing, which includes noise removal, tokenization, stemming,
and lemmatization of texts. This stage helps prepare the data for further analysis, reduce dimensionality,
and ensure normalization [23, 24].

Data preprocessing is an important stage in preparing information for further analysis and research
[25]. Here are the steps typically involved in data preprocessing:

1. Noise removal: First, it's necessary to eliminate redundant or irrelevant information, such as
special characters, advertisements, URLS, punctuation marks, etc. This helps make the data
cleaner and facilitates more accurate analysis.

2. Tokenization. Text is divided into individual words or tokens. This can be done by splitting
the text using spaces or other delimiters. Consequently, each word becomes a separate element
to work with.

3. Stemming and Lemmatization. Stemming and lemmatization help reduce words to their base
forms. Stemming involves removing affixes (prefixes and suffixes), while lemmatization



involves reducing words to their lemma (base form). For example, the word "running" can
become "run" after stemming or "run" after lemmatization.

4. Stopword Removal. Words that are extremely common and carry little meaningful
information (e.g., "and,” "the," "in,"” "with") can be removed from the text. This helps reduce
noise and focus on keywords.

5. Normalization. To ensure uniformity, data may be transformed to lowercase, which helps
avoid duplicate words due to different letter casing.

After performing these steps, the data is ready for further analysis. It's important to note that data
preprocessing may vary depending on the specific task and data type, but the general principle involves
cleaning, normalizing, and structuring the information before its subsequent use.

Specialized software tools and libraries for text processing can be used for these stages, such as
Natural Language Toolkit (NLTK) or spaCy for the Python programming language.

Following preprocessing, the data becomes more structured and prepared for further analysis. Below
is an example of real results after data preprocessing.

Original text: "Global climate changes affect the economy and natural resources. Innovative
technologies contribute to sustainable economic development".

Result of data preprocessing: ["global”, "climate"”, "changes”, "affect”, "the", "economy", "and",
"natural”, "resources"”, "innovative", "technologies”, "contribute”, "to", "sustainable", "economic",
"development"].

This preprocessing ensures the uniformity of textual data and prepares them for further analysis,
making it easier to recognize key words, identify themes, and other aspects of global trends and public
opinion.

3.3. Analysis of global trends

After the preprocessing, the data undergo analysis using natural language processors [27]. Various
algorithms and models are employed to identify key words, topics, sentiment, and to determine the
structure of texts. NLP helps to extract and categorize data, enabling the detection of common trends
and differences in public opinion [28]. The application of NLP analysis opens up possibilities for a
detailed understanding of global trends and public sentiment. This section elaborates on the methods
and approaches that allow the identification of key topics, assessment of popularity, and determination
of sentiments in textual data using natural language analysis. Classification and clustering methods are
also used to find connections between terms and patterns in global trends and public opinion.

In this section, we will conduct a detailed analysis of the process of identifying key topics, assessing
popularity and sentiments, as well as the application of classification and clustering methods for
analyzing global trends and public opinion.

3.3.1. Identification of key topics and terms

When analyzing textual data, we use text processing techniques to identify key themes and terms.
For example, let's consider a virtual dataset of text discussions on cybersecurity. We determine the
frequency of each key term's mentions and its importance using Term Frequency-Inverse Document
Frequency (TF-IDF).

TF-IDF is a statistical measure that indicates the importance of a term within a text relative to the
entire corpus of texts [29]. It consists of two components: Term Frequency (TF), which shows how
often the term appears in a specific text, and Inverse Document Frequency (IDF), which indicates the
rarity of the term across the entire dataset of texts.

Let's apply the TF-IDF method to this set of texts:

Text 1: "The cyberattack on a major bank was an explicit threat!"

Text 2: "How to protect your data from hackers?"

Text 3: "Top 5 most common cyber threats this year."

Based on these texts, we calculate the TF-IDF values for key terms (Table 1).



Table 1
TF-IDF values for key terms in the text dataset

Key term Number of mentions Importance (TF-IDF)
Cyberattack 2 0.602
Threat 1 0.301
Protection 1 0.301
Hackers 1 0.301

3.3.2. Assessment of popularity and sentiments

For each key term, we also conduct sentiment analysis to assess popularity and sentiments.
Sentiment analysis evaluates the emotional tone of the text and determines whether it is positive,
negative, or neutral. Table 2 provides an example of sentiment values for the analyzed text dataset.

Table 2
Sentiment values for key terms in the text dataset
Key term Positive sentiment Negative sentiment
Cyberattack 0.6 -0.8
Threat -0.3 -0.7
Protection 0.7 0.1
Hackers -0.7 -0.9

3.3.3. Classification and Clustering

Classification and clustering methods help organize and group key terms and topics based on certain
characteristics. Applying classification and clustering methods in the analysis of textual data collected
from various sources allows for the systematic organization of a large amount of information and the
identification of connections that may be imperceptible during superficial analysis. For example,
through clustering, it is possible to identify groups of similar themes or viewpoints that form in public
opinion regarding information security (Figure 2).

— Threat

Topic clustering: Cyber-attack 3 Protection

o Hackers

Figure 2: Clustering of the "Cyberattack" topic

Using natural language processing and classification and clustering methods, we can delve deeper
into the relationships and patterns within textual data and gain a better understanding of global trends
in information security.



4. Detection of threats and anomalies

The increasing volume of data processed by Natural Language Processing (NLP) processors for
trend analysis and public sentiment gives rise to an important challenge of detecting threats and
anomalies in the raw data. Researchers are actively working on the development and enhancement of
cryptographic methods and algorithms that efficiently identify potential vulnerabilities in natural
language processing systems.

One key aspect of data protection involves securing natural language processing models from
potential attacks by malicious actors. To achieve this, it's necessary to implement monitoring systems
capable of timely detecting deviations in the models' performance, which may indicate hacking attempts
or the introduction of malicious algorithms. Special attention should be paid to the detection of
abnormal patterns and data in the input streams fed into natural language processors. This can be
achieved through methods analyzing data structure and comparing it to reference templates, as well as
the application of machine learning algorithms for automatic anomaly detection.

For effective protection against malicious attacks on data obtained during public sentiment analysis,
it is essential to implement comprehensive cryptographic methods such as encryption, digital
signatures, user authentication, and more. Additionally, it is recommended to regularly update
cryptographic protocols to address modern threats and vulnerabilities.

In this section, we will explore the application of NLP for identifying textual features that may
indicate security threats, such as phishing attempts, disinformation, and abuse. We will also examine
an automated analysis system that allows the identification of suspicious information and classifies it
based on various criteria. It's worth noting that after NLP analysis, an expert analysis is conducted,
involving a deep examination of the sample, the identification of nuances and context that may be lost
during automated analysis. The expert approach helps ensure the accuracy and reliability of the results.

Natural language processors can analyze text and identify key features that indicate potential security
threats. For example, phrases containing suspicious URLs or queries related to personal data can be
indicators of phishing attempts. Additionally, detecting intense negative language and insults can point
to potential instances of harm or offensive behavior.

Let's consider an automated analysis system capable of identifying suspicious information and
classifying it based on various criteria. This system is used to enhance security and identify potential
threats in textual data.

4.1. Operation of the automatic analysis system

The automatic analysis system is based on trained machine learning models that recognize patterns

and differences in text (Figure 3).
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Figure 3: The process of processing text data to detect potential threats or anomalies

The analysis process consists of the following stages:
1. Text Retrieval. The system initially obtains text data for analysis, which can come from
various sources such as social media, emails, news, etc.



2. Preprocessing. Text data undergo preprocessing, including tokenization (splitting into
individual words or tokens), removing unnecessary characters, converting to lowercase, etc.

3. Feature Extraction. Natural Language Processing (NLP) tools are used to extract features
from the processed text. These features may include words, phrases, collocations, lexical and
grammatical features, word frequencies, sentiment analysis, the use of linguistic devices
(metaphors, comparisons), the use of special symbols and emojis, links and URLs, word
repetition counts, and other aspects.

4. Detection of Suspicious Features. The system analyzes the extracted features and looks for
those that may indicate potential threats or anomalies. These could include unusual queries,
suspicious URL links, negative tone, rapid tone changes, specific information requests,
business proposals from unknown sources, calls for immediate action, unexpected identity
changes, excessive use of special symbols and mixed-case letters, attempts at psychological
influence, etc.

5. Classification. Trained classifier models are applied to assign class labels to the text data. This
classification can be based on the level of suspicion, the type of threat (phishing,
disinformation, etc.), and other criteria (Table 3).

Table 3
Classification of Suspicious Textual Features
Criterion Variants of manifestation
Degree of suspicion Low, medium, high

Phishing, social engineering, malware, disinformation, spam, espionage,
cyberbullying, financial fraud, identity theft, infrastructure cyberattacks,

Types of threats skimming, data theft

Individuals, corporations, government entities, financial institutions, media,
Target audience social networks

Financial, medical, technological, energy, transportation, educational,
Industry sectors public
Threat scale Individual, group, mass
Cybersecurity, information security, economic security, political security,
Sphere of influence personal security

Email phishing, social engineering, use of trojans, SQL injections (database

Attack methods attacks), DDoS attacks (server overload), identity theft

4.2. A mathematical model for detecting phishing indicators

To detect phishing indicators in text, machine learning models such as a binary classifier (e.g.,
logistic regression or naive Bayes classifier) can be used.

Let T be a feature vector of the text, which includes important parameters of the analyzed text. Also,
let C represent the class label for the given text, where C can take values "phishing" or "non-phishing".
Thus, we have a training dataset D:

D = {(T£,¢]), (T7,C3), ..., (TF, €D} (1)
where n — is the number of training examples.

The model can be represented as follows:

o) = 1o

where 0 — represents the model parameters that are learned during training.

During the training process, our goal is to reduce the value of a loss function (e.g., logarithmic loss
function) using the gradient descent method. This method allows us to find optimal parameter values
0, that help the classifier determine whether the text is suspicious phishing or not.

(2)

4.3. Example of detecting phishing signs



Let's consider a real example of how the automatic analysis system works. Suppose we have the
following text with a phishing attempt: "Welcome! Your account has been blocked. Please click on the
link and enter your credentials to unlock."

To analyze this text sample, we can use a previously trained model designed to detect phishing
features. After applying natural language processing to the text, we obtain a feature vector, which we'll
denote as T. Plugging this vector T into the model already supported by parameters 8, we can obtain
the probability that the given text is phishing.

To illustrate the process, let's assume that after processing the text, we obtained the following feature
vector: T = [0.2,—0.5,0.8], and the model parameters 8 = [0.1, 0.4, —0.7]. The probability can be
calculated using the hypothesis function h according to the following formula:

1
rolh) = o i

Substituting the values of the feature vector T and the parameters 6 into this formula, we obtain the
calculated probability, which indicates how likely it is that this text is phishing.

In our example:

_ 1 N (4)
he(T) = 1 + @—0.2+0.1-0.5+0.4+0.8+(=0.7) 0.72

This number, approximately 0.72, indicates the probability that the given text is phishing.

Thus, by examining a specific example of phishing feature detection, you can understand how text
analysis automation systems work in practice. They use NLP to extract features from text, and then
apply trained models to determine the likelihood of a specific threat. The significance and importance
of each feature can be determined by the model parameters, allowing systems to accurately detect
potential threats and anomalies in textual data. These approaches are an important tool for ensuring
cybersecurity and effectively identifying malicious actions in the modern digital environment.

5. Discussions

The presented research opens up prospects for further development in the field of information
security and public sentiment analysis using NLP. The research focuses on the use of NLP for detecting
cybersecurity threats as well as analyzing trends in the cryptographic aspect. The main results of the
article can serve as an important starting point for further research and practical applications.

The research underscores the importance of using NLP for threat detection and global trend analysis.
Future research could focus on improving methods for anomaly detection and malicious activity
identification, as well as developing new algorithms for implementing intelligent cybersecurity systems.

In the future, it may be possible to enhance the performance of sentiment analysis using NLP by
refining emotion classification algorithms and determining the importance of trends for different
aspects of society.

Future research could also focus on analyzing real-world examples of NLP usage for information
security and trend analysis. This may include assessing the impact of such systems on practical aspects
of information security.

6. Conclusion

The article discusses the role of natural language processors (NLP) in detecting security threats such
as phishing attacks, misinformation, insults, and spam. The research focuses on the capabilities of NLP
in analyzing global trends and public sentiment that indicate potential risks and vulnerabilities in the
information space.

The research conducted underscores the evident fact that the use of NLP for public sentiment
analysis and trend detection is an integral part of the modern research process. The collection and
processing of textual data from various sources, including social media, news portals, forums, and
blogs, demonstrate the significant role of NLP in identifying key words, sentiment, and themes that
reflect public opinion. It is shown that effective preliminary processing of textual data, such as noise



removal, tokenization, stemming, and lemmatization, is a critical step in preparing data for further
analysis, ensuring the accuracy and completeness of the obtained results.

The application of cryptographic methods to protect processed data is a key aspect that guarantees
the security and confidentiality of information, especially when dealing with sensitive data. The
developed mathematical model for phishing detection and the examples of identifying suspicious
textual features highlight the importance of employing cryptographic methods to protect processed data.

It's also worth noting that expert analysis plays a crucial role in understanding context and nuances
that may be lost in the process of automated analysis. This emphasizes the need to consider the human
factor when processing information with NLP to ensure the accuracy and reliability of the results.

Therefore, the use of NLP in identifying security threats in the information space opens up
opportunities for timely threat detection and effective response. The proposed research methodology
allows for the use of natural language processors to analyze and understand global trends and public
sentiment, taking into account cultural and linguistic peculiarities. Combining technical analysis with
an expert approach ensures objective and reliable results that can be used for forecasting and making
strategic decisions in various fields of activity.
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