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Abstract

Computer software often comprises multiple components, such as a frontend application and a
backend database, which need to exchange information. Many modern desktop applications
also follow the design of web software and have separate frontend and backend processes. Inter-
process communication mechanisms or third-party frameworks provided by the operating
system are used for communication between processes. Improperly implemented remote
procedure calls can lead to code vulnerabilities that can be exploited for malicious purposes. In
this paper, we present a novel method for detecting application vulnerabilities using the remote
procedure call approach, namely Detecting Applications Vulnerabilities using Google
Remote Procedure Call (DAVuUGRPC) that aims to utilize statically created taint and its
dynamic fuzzification during the execution of the application.
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1. Introduction

A software vulnerability can be defined as a
defect, weakness, or simply an emor in an
application that can be exploited by an attacker to
change the system’s regular behavior [1]. Because
the quantity of software systems and applications
is growing, so is the number of vulnerabilities.
There are various application vulnerabilities:
injection, cross-site scripting, broken
authentication and session management, format
string, insecure direct object reference, and many
others [2]. In the software industry, vulnerability
identification and remediation have been a core
and vital operation. Hackers can take advantage of
undetected flaws and wreak significant damage to
people [3]. While program analysis tools exist,
they often only discover a small subset of
probable errors based on predefined rules. With
the widespread availability of open-source
repositories, data-driven methodologies for
discovering wvulnerability trends have become
possible [4].
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The techniques for finding application
vulnerabilities are classified into two main
categories: static analysis and dynamic analysis
[5]- Static application analysis entails methods for
inspecting source code or compiled binary
without running it. Dynarnic analysis is studying
an application while it is running, with the use of
a debugger or other techniques, such as [1]:

e Fault injection is a testing approach that
introduces problems to an application to
test its behavior. To generate the possible
faults, some lanowledge of the application
is required.

e Fuzzing testing involves feeding the
application with random data to see if it
can handle it correctly.

e Dynamic taint during the execution of the
application, the tainted data is monitored
to determine its appropriate validation
before accessing sensitive functions.

e Sanitization is a method of avoiding
vulnerabilities caused by using user-
supplied data by implementing newly
included functions or custom routines



whose main objective is to evaluate or
sanitize any input from users before using
it inside an application.

Most of the time, cyber security specialists do
not have access to the source code of the
applications they are testing. As a result, cyber
security specialists aim to automate some tasks
using dynamic methodologies. The power of these
strategies resides in the fact that the number of
false positives is low, and the precision is
extremely high [6].

The methods offered by operating systems that
allow processes to handle shared data or interact
are referred to as inter-process communication
(IPC) [7]. IPC is a set of methods for
communicating with two processes that may or
may not be on the same machine. Remote
procedure call (RPC) methods are widely used in
systems because they lower system complexity
and development costs. The primary purpose of an
RPC is to make remote procedure -calls
transparent to users, allowing them to make
remote procedure calls in the same way that they
would make local procedure calls [9].

In this paper, we present a novel method for
detecting application vulnerabilities using the
remote procedure call approach, namely
Detecting Applications Vulnerabilities using
Google Remote Procedure Call (DAVuGRPC)
that aims to utilize statically created taint and its
dynamic use during the execution of the
application. For that purpose, we employ the
fuzzification technique for the tainted dataset.

The rest of the paper is organized as follows.
The second section discusses the related works.
The third section overviews application
programming interfaces. The fourth section
describes the gRPC payload. The fifth section
presents the proposed application’s vulnerabilities
detection method using gRPC. The evaluation
framework and experimental setup are presented
in section six. The seventh section presents
experimental results. The last section concludes
the paper with a discussion of future work.

2. Related work

Fuzzing is a popular and successful method for
detecting security flaws in the software when a
system is tested by processing test cases generated
by another program in a continuous loop.
Simultaneously, the system monitored for any
errors that may have been disclosed as a result of
processing this data. Fuzzing strategies are

classified into three groups based on the role:
sample generation techniques, dynamic analysis
approaches, and static analysis techniques [11].
Random mutation, grammatical representation,
and scheduling algorithms are three types of
sample generation approach that are used to
choose and mutate seeds as well as restrict and
generate new samples. To assist in the generation
of the new sample, dynamic analysis techniques
are employed to acquire dynamic information on
the running application. Symbolic expressions,
the executed path, taint information on the
sample, and codes are all included in this data.
Control flow analysis and data flow slices are
examples of static analysis. Although static
analysis frequently yields false-positive results, it
can be used in conjunction with other methods to
get useful pretreatment data.

In [12] proposed a system that combines
machine learning and bandit-based optimization
with state-of-the-art grey-box fuzzing approaches.
Authors show significant improvements over
numerous state-of-the-art grey-box fiizzers, such
as AFL, FidgetyAFL, and the recently released
FairFuzz. Thompson Sampling was used to learn
adaptive distributions over mutation operators.
The first concolic execution-based smart fuzzing
method for detecting heap-based buffer overflow
in executables was provided in [13]. The
suggested fuzzer runs the binary program and
determines the path and vulnerability restrictions
for the executed path symbolically. It combines
the constraints to generate test data that traverses
the execution path and detects any flaws. The
fuzzer removes each path constraint one at a time
and solves the resulting constraints to generate
test data that follows novel execution paths. The
suggested approach propagates the tainted data
through direct assignment and arithmetic
operations.

In [7] authors proposed a new fuzzing solution
to discover inter-process communication bugs
without source code, by combining static analysis
and dynamic analysis. Static analysis is used to
recognize format checks and help construct inter-
process communication messages of valid
formats. Dynamic analysis is used to infer the
constraints between inter-process communication
messages and model the stateful logic with a
probability matrix. This lets to generate high-
quality inter-process communication messages to
test services and discover deep and complex bugs.

In [8] authors presented the first grey box
fuzzer for protocol implementations. Unlike the
existing protocol fiizzers, the solution takes a



mutational approach and uses state feedback to
guide the fuzzing process. It acts as a client and
replays variations of the original sequence of
messages sent to the server and retains those
variations that were effective at increasing the
coverage of the code or state space. A significant
performance boost was demonstrated over the
state-of-the-art.

Another similar solution [11] was suggested to
perform a stateful communication protocol
fuzzing. The approach contains a state switching
engine with a multi-state fork server to
consistently and flexibly fuzz different states of a
compiler-instrumented protocol program. The
solution was implemented by using a state-of-the-
art grey-box AFL fizzer. Experimental results
showed that the solution achieved two times more
unique crashes when compared to only fuzzing
the first packet during the protocol
communication.

Inter-Process Communication (/PC) refers to a
variety of approaches for one-way or two-way
data transmission between threads in one or more
processes that can run on a single computer or
multiple computers connected by a network [14],
[15]. Message passing, synchronization, shared
memory, and remote procedure calls (RPC) are
some of the JPC approaches that can be divided
into groups based on how they communicate
shared memory and message passing [16]. The
authors in [17] introduced direct IPC (dIPC) to
marry the isolation of processes with the
performance of synchronous function calls
because IPC imposes overheads on a variety of
different environments. Threads in one process
can call a function on another process, offering the
same performance as if the two processes were a
single composite application, but without
jeopardizing their isolation.

3. Application programming
interfaces

Application Programming Interfaces (A4PIs)
are software intermediaries that define certain
rules and determinations for applications to
interact and communicate with one another. An
APIJ is in charge of delivering a user's response to
a system, which is then returned to the user by the
system. Representational State Transfer (REST),
RPC, and query language for 4PIs (GraphQL) are
the three basic models for creating 4PIs [18]. The
response from the back-end data is delivered to
the clients (or users) through the JSON or XML

communications format when using REST APIs.
The HTTP protocol is commonly used in this
architectural style.

The acronym gRPC [20] stands for Google
Remote Procedure Call, and it is an RPC-based
variation. This technology is based on an HTTP
2.0 RPC API implementation, but H7TP is not
presented to the 4PJ developer or the server. As a
result, there's no need to worry about how RPC
principles are mapped to HTTP, which simplifies
things. The goal of gRPC is to speed up data
transmission between micro services. It is based
on the concept of selecting a service, then
establishing methods and parameters to allow for
remote calling and return types. It also describes
the RPC API paradigm in an interface description
language (Z/DL), which makes determining remote
operations easier. Protocol Buffers (Protobuf) are
used by default in the IDL to describe the service
interface as well as the structure of payload
messages. gRPC can handle four types of
interactions:

e Unary — when the client makes a single
request and gets a single answer.

e Server streaming — in response to a
client's request, the server sends a stream
of messages. When all of the data has
been transmitted, the server sends a status
message to conclude the operation.

e Client streaming — the client delivers a
stream of messages to the server, which
responds with a single message.

e Bidirectional streaming — the client and
server streams are autonomous, which
means they can send messages in any
sequence. Bidirectional streaming is
started and stopped by the client.

gRPC is a great choice for multi-language
systems, real-time streaming, and IoT systems
that require light-weight message transfer, such as
serialized Profobufmessages. Furthermore, gRPC
should be considered for mobile apps because it
does not require the use of a browser and can
profit from fewer messages, preserving the speed
of mobile processors [19].

4. gRPC payload data structure

By default, gRPC serializes payload data using
Protobuf. Protocol buffers are a language-
independent, platform-independent, and flexible
framework for serializing structured data in a
forward and backward compatible manner. It's
similar to JSON but smaller and faster, plus it



creates native language bindings. Protocol buffers
are made up of the definition language (in .proto
files), the code generated by the proto compiler to
interact with data, language-specific runtime
libraries, and the serialization format for data
written to a file (or sent across a network
connection) [21].

Protocol buffer messages and services are
described by engineer-authored .proto files. You
can define whether a field is optional, repeated
(proto2 and proto3), or single when defining
.proto files (proto3). Setting a field to required is
not an option in proto3, and it is strongly
discouraged in proto2 [22].

5. Detecting application
vulnerabilities using grRPC

The stages of processing and interpreting
network traffic packets are depicted in Figure 1. A
general framework for detecting application
vulnerabilities using gRPC is shown in Figure 2.
There are two basic messaging strategies:
changing the values of one field or all fields in one
loop. There is also the situation where a message
field's value is fixed and cannot be modified.

Protobuf
interface
definition files

\ 4

Suggested method experimental research

Jpoap(ng) Metwork packets Parsed messages

Select ;
network HTTRE with gRPC Parsed saved to the
capture file ' messages gRPC database
packets messages I
gRPC message
| mello.helloRequest | |
iHello !
' [0a0642a6572656d79 /
Figure 1. The stages of processing and

interpreting network traffic packets

Both preceding solutions can be used in this
scenario, but only if the required fields are left
intact (see Figure 2). In the settings, you can
define the messaging technique you want to
employ.

The premise remains the same for both change
techniques when it comes to fields modifications.
The numeric message fields are modified by

altering the values in the message using fuzzy
logic.

1. At once 2. At once 3. When a
only one field all fields message is
is being are being modified, some
modified modified fields are left
intact
[ Message Message Message
MName = Test Name = Test MName = Test
LastMame = McTest LastMame = McTest LasiName = McTest
Age =54 Age = 54 Age = 54
CountryCode = LT CountryCode = LT CountryCode = LT
Taxld = 245 Taxld = 345 Taxld = 345
Message Message Message

Name = TestTest
LastMName = McTestMcTest

Name = TestTest
LastName = McTestMcTest

Name = TestTest
LastMame = McTest

Age = 54 Age = 2147483647 Age = 2147483647
CountryCode = LT CountryCode = LTLT CountryCode = LTLT
Taxld = 345 Taxld = 65535 Taxld = 345

Figure 2: A general framework for detecting
application vulnerabilities using gRPC

The range of substituted values for numeric
fields is divided into value types and ranges (see
Table 1).

Table 1
The range of substituted values for numeric fields
Value Value range
type The smallest The largest
possible value possible value
bool 0 1
string min length=  max length = 2%
null
int32, -2147483648 2147483647
sint32,
sfixed32
uint32, 0 4294967295
fixed32
int64, -9223372 92233720
sinté4, 036854775808 36854775807
sfixed64
uint64, 0 184467440
fixed64 73709551615
float 1.175494351 E 3.402823466 E +
-38 38
double 2.225073 1.79769
8585072014 E 31348623158 E
-308 +308

The method for detecting vulnerabilities in
applications using gRPC starts with scanning the
initial remote procedure messages (see Figure 3).
The proposed method will accept data that can be
retrieved using the Tepdump or Wireshark
network packet analyzer from .pcap or .pcapng
files. The proposed method accepts Protobuf files



.proto, which are used to filter out unnecessary
messages and send messages to the application
under test. Because profobuf messages are utilized
in the gRPC remote procedure call framework,
which is based on the HTTP/2 protocol [23].
protobuf messages must be requested in all
HTTP/2 protocol requests. After reviewing the
contents of the HTTP/2 request, it is determined
whether this message is intended for at least one
of the services described in the .proto files of the
tested software. The data is saved if the message
has a service match. If no match is detected, the
algorithm repeats the process with a new HTTF/2
request. Protobuf messages in binary format are
extracted from these queries, which were
constructed using the protocol buffer's interface
description language [22].

Q

[ Read .pcap or .pcapng file ]

¥
[ Select packet ]

{ selected pocket J

Is selected packet HTTP/2?

[ Read packet message ]

‘ packet message J

Do packet message has .proto

file?
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Read .proto file to define data structure and save to the
database
| .proto files database |

Are there mare packets to
select?

Figure 3: Packet scanning process for extracting
remote procedure messages

After all remote procedure calls, message
structures, and data types are saved to the
database, the process of detecting application
vulnerabilities using gRPC starts. The process of
the proposed method is depicted in Figure 4.
Starting vulnerability detection, .proto file,
messages structure, and data types uploaded from
the database. The execution monitoring procedure

and the application under test are both started. The
gRPC message creator using fuzzy logic changes
the values of the message data accordingly to the
types and possible values given in Table 1.

Q

[ Read .proto file, messages structure and data types from the database ]
+

Select following database record

.proto file, messages structure, data types

Run an application under test

profiling of the tested application

Thare are appleation messages
in the database record?

Select message and change value of the data
Fuzify vaiue of the message dota

Send fuzified message data to the running applicaticn

send the message via gRPC

Does application returns the
reply message?

| Collect application vulnerability data |
l save vuinerability report J

Application under test crashed?

[ End application task and collect application crash regort |

| save crash report I
|

O

Figure 4: The process of proposed method for
detecting application vulnerabilities using gRPC

The message with the highest expected
number of message change cycles is chosen in the
first iteration and changed values of the message
data are constructed based on it. The messages are
created in subsequent cycles depending on the
execution progress and the tested application
replies to the gRPC sent messages. The received
response is sent for further analysis. The
application is being tested if it is still running or if
no reply is received. Verification of the tested
application progress is sent to the report
generating procedure. A new test iteration is
started after the gRPC message generating
process receives the execution status and response
data from the application under test. The
application activity monitoring process detects the
tested application fault (no response) the crash



report process collects all relevant fault data and
saves the application crash report.

6. Evaluation framework and

experimental setup

A general framework for evaluation of the
proposed method for detecting application
vulnerabilities using gRPC is depicted in Figure
5.

|7 Davugrrctool V[ Tapplication under test

l |
Script B -
| | DAVUGRPC script
l |
: Bi-directional I
|

I

I

|

I frida-go

[ exchange of SSON Frido-agent
I

I

I

Ga
Y messages . o
frido-core | Shared library injected
(C AP, statically ] _p2pDbus | by frida-core

linked shared library) |

Figure 5: A general framework for evaluation of
the proposed method

The Frida dynamic analysis library is used to
track the application under test execution. To use
the library programming interface in the Go
programming language, we use the frida-go
library, which allows us to use the Frida library's
needed functions. The Frida library inserts
additional code during execution that permits
JavaScript to be performed after enabling the
application under test execution. These scripts
have full access to the application under test
memory and can also change how functions are
executed.

When a method in the application under test is
called in the DAVuGRPC tool, the script begins to
capture blocks of executed method instructions.
The Frida Library's Interceptor and Stalker
development API were used to do this. The
completed instruction blocks are transmitted to
the DAVuGRPC tool at the end of the application
under the test method. In addition to this
information, the application of the under test
method's execution time is recorded. Data from
the application under the test is sent using the
Frida library's P2P Dbus communication
channel, which allows data to be exchanged
between the D4 VuGRPC tool and the application
under the test script code. This P2P Dbus channel
is also used when JavaScript scripting methods
are invoked. The structure of DAVuGRPC tool is
represented in Figure 6.

The user can see the terminal interface after
configuring and running the DAVuGRPC tool,
which displays three main blocks: information on
the time and duration of the test process, the
overall results of the test process, and the current
progress of the test process.

Sample gRPC
packets and
Pratobuf IDL files

Application
under test

Application
crashes

Yulnerabilities
report

Static gRPC Bl
message

analyzer
] |

Generate
new
messages

Collect the
data due to
the application

rocess crash

Maonitor the
application
and collect
code coverage

Send messages
to the
application
under test

Fuzzer

Figure 6: The structure of DAVUGRPC tool

Code coverage

7. Experimental results

Our experiments are performed using AMD
Ryzen 5 2600 processor with six physical and
twelve logical cores @ 3.40GHz: 16 GB RAM:
Windows 10 Pro 64 bits OS.

For the experimental investigation, a testing
platform was created with applications written in
the C++ that uses gRPC. There have been twenty-
three remote procedures implemented: ten
procedures (ProcO — Proc9) have various types of
buffer overflow and null-pointer dereference
vulnerabilities and thirteen without any
vulnerability. The proposed method was
compared with the proto-fiizzer and WinAFL with
libprotobuf-mutator library solutions (Table 2).

Table 2
Comparison of the DAVUGRPC tool

Results (No. of sent messages /

Procedur Detection time in sec)
es DAVUGRPC proto- WinAFL
fuzzer

ProcO 5/5 10/2  665000/-
Procl 4/6 3/2 3737/28
Proc2 2/4 7/3 1357/5
Proc3 3/5 8/2 5043/78
Proc4 5/4 4/2 4983/11
Proc5 6/5 10/2  649000/-
Proc6 7/5 2/2 962/3
Proc7 7/5 34/3  10900/67
Proc8 16/6 -/- -/-

Proc9 -/- -/- -/-




Based on the results we can evaluate that the
proposed method detects stack-based, heap-
based, and null-pointer dereference vulnerabilities
in the short time sending a small number of gRPC
messages.

8. Conclusion

The goal of gRPC is to speed up data
fransmission between micro services. It also
describes the RPC API paradigm in an interface
description language (IDL), which makes
determining remote operations easier. The main
results of this paper are as follows:

e goRPC could be successfully used in
applications vulnerabilities detection.

e Dynamic application testing outperforms
static methods because of a low number
of false positives and extremely high
precision.

e Fuzzing is the most acceptable method
since it is the most universal and
combines the best sides of static and
dynamic testing.

e To increase efficiency, the method uses
code-coverage feedback to prioritize
complex remote procedure messages.
This is achieved by using Frida dynamic
analysis library.

e DProposed applications vulnerabilities
method using remote procedure calls and
realized DAVuGRPC tool shows
acceptable results for stack-based, heap-
based buffer overflow and null-pointer
dereference vulnerabilities with the short
time whereas the small number of gRPC
messages has been sent.

e The proposed method found 11 out of 12
vulnerabilities. The method has lower
performance than the proto-fuzzer
solution; however, it sends fewer
messages over the testing process.

Future work will be as follows:

e Add nested messages value fuzzing.

e Implement complex fuzzification logic
with recognition dependencies between
the same values in the messages.

e Add additional dynamic instrumentation
framework support since the current Frida
implementation is unstable.

e Add compressed gRPC messages
support.
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