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Abstract

In this work we create a question answering dataset over the DBLP scholarly knowledge graph (KG).
DBLP is an on-line reference for bibliographic information on major computer science publications that
indexes over 4.4 million publications published by more than 2.2 million authors. Our dataset consists of
10,000 question answer pairs with the corresponding SPARQL queries which can be executed over the
DBLP KG to fetch the correct answer. DBLP-QuAD is the largest scholarly question answering dataset.
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1. Introduction

Over the past decade, knowledge graphs (KG) such as Freebase [1], DBpedia [2], and Wikidata[3]
have emerged as important repositories of general information. They store facts about the world
in the linked data architecture, commonly in the format of <subject predicate object> triples.
These triples can also be visualised as node-edge-node molecules of a graph structure. Much
interest has been generated in finding ways to retrieve information from these KGs. Question
Answering over Knowledge Graphs (KGQA) is one of the techniques used to achieve this goal.
In KGQA, the focus is generally on translating a natural language question to a formal logical
form. This task has, in the past, been achieved by rule-based systems [4]. More recently, neural
network and machine learning based methods have gained popularity [5].

A scholarly KG is a specific class of KGs that contains bibliographic information. Some well
known scholarly KGs are the Microsoft Academic Graph!, OpenAlex?, ORKG® and DBLP*.
DBLP caters specifically to the bibliography of computer science, and as a result, it is smaller
in size than other scholarly KGs. We decided to build our KGQA dataset over DBLP due to its
focused domain and manageable size so that we could concentrate on adding complexity to the
composition of the KGQA dataset itself.

Datasets are important, especially for ML-based systems, because such systems often have to
be trained on a sample of data before they can be used on a similar test set. To this end, several
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KGQA datasets exist [6]. However, not all datasets contain a mapping of natural language
questions to the logical form (e.g. SPARQL, A-calculus, S-expression). Some simply contain the
question and the eventual answer. Such datasets can not be used to train models in the task of
semantic parsing.

In this work, we present a KGQA dataset called DBLP-QuAD, which consists of 10,000
questions with corresponding SPARQL queries. The question formation process begins with
human-written templates, and later, we machine-generate more questions from these templates.
DBLP-QuAD consists of a variety of simple and complex questions and also tests the composi-
tional generalisation of the models. DBLP-QuAD is the largest scholarly KGQA dataset being
made available to the public®.

2. Related Work

ORKG-QA benchmark [7] is the first scholarly KGQA dataset grounded to ORKG. The dataset was
prepared using the ORKG API and focuses on the content of academic publications structured
in comparison tables. The dataset is relatively small in size with only 100 question-answer pairs
covering only 100 research publications.

Several other QA datasets exist, both for IR-based QA [8, 9] and KGQA [10, 11] approaches.
Several different approaches have been deployed to generate the KGQA datasets. These ap-
proaches range from manual to machine generation. However, most datasets lie in between and
use a combination of manual and automated process.

A clear separation can be created between datasets that contain logical forms and those that
do not. Datasets that do not require logical forms can be crowd-sourced and such datasets are
generally large in size. Crowd sourcing is generally not possible for annotating logical forms
because this task requires high domain expertise and it is not easy to find such experts on crowd
sourcing platforms. We focus on datasets that contain logical forms.

Free917 and QALD [12, 13] datasets were created manually by domain experts, however, their
sizes are relatively small (917 and 806 respectively).

WebQuestionsSP and ComplexWebQuestions [14, 15] are developed using exisiting datasets.
WebQuestionsSP is a semantic parsing dataset developed by using questions from WebQuestions
[16]. Yih et al. [14] developed a dialogue-like user interface which allowed five expert human
annotators to annotate the data in stages.

ComplexWebQuestions is a collection of 34,689 complex question paired with answers and
SPARQL queries grounded to Freebase KG. The dataset builds on WebQuestionsSP by sampling
question-query pairs from the dataset and automatically generating questions and complex
SPARQL queries with composition, conjunctions, superlatives, and comparatives functions. The
machine generated questions are manually annotated to natural questions and validated by 200
AMT crowd workers.

The OVERNIGHT (ON) approach is a semantic parsing dataset generation framework intro-
duced by Wang et al. [17]. In this approach, the question-logical form pairs are collected with a
three step process. In the first step, the logical forms are generated from a KG. Secondly, the
logical forms are converted automatically into canonical questions. These canonical questions

*https://doi.org/10.5281/zenodo.7643971
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are grammatically incorrect but successfully carry the semantic meaning. Lastly, the canonical
questions are converted into natural forms via crowdsourcing. Following are some of the
datasets developed using this approach.

GraphQuestions [18] consists of 5,166 natural questions accompanied by two paraphrases of
the original question, an answer, and a valid SPARQL query grounded against the Freebase KG.
GraphQuestions uses a semi-automated three-step algorithm to generate the natural questions
for the KG.

LC-QuAD 1.0 [10] is another semantic parsing dataset for the DBpedia KG. LC-QuAD 1.0
is relatively larger in size with 5,000 natural language English questions and corresponding
SPARQL queries. The generation process starts with the set of manually created SPARQL
query templates, a list of seed entities, and a whitelist of predicates. Using the list of seed
entities, two-hop subgraphs from DBpedia are extracted. The SPARQL query templates consist
of placeholders for both entities and predicates which are instantiated using triples from the
subgraph. These SPARQL queries are then used to instantiate natural question templates which
form the base for manual paraphrasing by humans.

LC-QuAD 2.0 [19] is the second iteration of LC-QuAD 1.0 with 30,000 questions, their
paraphrases and their corresponding SPARQL queries compatible with both Wikidata and
DBpedia KGs. Similar to LC-QuAD 1.0, in LC-QuAD 2.0 a sub-graph is generated using seed
entities and a SPARQL query template is selected based on whitelist predicates. Then, the query
template is instantiated using the sub-graph. Next, a template question is generated from the
SPARQL query which is then verbalised and paraphrased by AMT crowd workers. LC-QuAD
2.0 has more questions and more variation compared to LC-QuAD 1.0 with paraphrases to the
natural questions.

GrailQA [20] extends the approach in [18] to generate 64,331 question-S-expression pairs
grounded to the Freebase Commons KG. Here, S-expression are linearized forms of graph
queries. Query templates extracted from graph queries generated from the KG are used to
generate canonical logical forms grounded to compatible entities. The canonical logic forms
are then validated by a graduate student if they represent plausible user query or not. Next,
another graduate student annotated the validated canonical logic form with a canonical question.
Finally, 6,685 Amazon Mechanical Turk workers write five natural paraphrases for each canonical
question which are further validated by multiple independent crowd workers.

KQA Pro [21] is a large collection of 117,000 complex questions paired with SPARQL queries
for the Wikidata KG. KQA Pro dataset also follows the OVERNIGHT approach where firstly
facts from the KG are extracted. Next, canonical questions are generated with corresponding
SPARQL queries, ten answer choices and a golden answer. The canonical questions are then
converted into natural language with paraphrases using crowd sourcing.

CFQ [22] (Compositional Freebase Questions) is a semantic parsing dataset developed com-
pletely using synthetic generation approaches that consists of simple natural language questions
with corresponding SPARQL query against the Freebase KG. CFQ contains 239,357 English
questions which are generated using hand-crafted grammar and inference rules with a corre-
sponding logical form. Next, resolution rules are used to map the logical forms to SPARQL
queries. The CFQ dataset was specifically designed to measure compositional generalization.

In this work, we loosely follow the OVERNIGHT approach to create a large scholarly KGQA
dataset for the DBLP KG.
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3. DBLP KG

dblp.org/rec/conf/icad|/KreutzW519 —‘ rdfs:type  ——s=—{ dblp:Publication

f owl:sameAs _pm{  doi.org/10.1007/978-3-030-34058-2 22
dblp:authorOf | -
[ [ dblp:authoredBy

e N I |
) ‘ dblp.org/pid/243/2849 ) rdfs:itype dblp:Person
R /] |

owl:sameAs —mm{ orcid.org/0000-0002-9313-7131 .
dblp:coCreatorWith | . £

wSchenQL: A Concept of a Domain-

dblp:title — )
Specific Query Language ...”

dblp:fullCreatorName — ~Michael Wolz*

Figure 1: Example of entries in the DBLP KG with its schema

DBLP, which used to stand for Data Bases and Logic Programming®, was created in 1993 by
Michael Ley at the University of Trier, Germany [23]. The service was originally designed as a
bibliographic database for research papers and proceedings from the fields of database systems
and logic programming. Over time, the service has grown in size and scope, and today includes
bibliographic information on a wide range of topics within the field of computer science. The
DBLP RDF data models a person-publication graph shown in Figure 1.

The DBLP KG contains two main entities: Person and Publication, where as other metadata
such as journal and conferences, affiliation of authors are currently only string literals. Hence-
forth, we use the term person and creator interchangeably. At the time of its release, the RDF
dump consisted of 2,941,316 person entities, 6,010,605 publication entities, and 252,573,199
RDF triples. DBLP currently does not provide a SPARQL endpoint but the RDF dump can be
downloaded and a local SPARQL endpoint such as Virtuoso Server can be setup to run a SPARQL
query against the DBLP KG.

The live RDF data model on the DBLP website follows the schema shown in Figure 1. However,
the RDF snapshots available for download have the coCreatorWith and authorOf predicates
missing. Although these predicates are missing, the authoredBy predicate can be used to derive
the missing relations. DBLP-QuAD is based on the DBLP KG schema of the downloadable RDF
graph.

4. Dataset Generation Framework

In this work, the aim is to generate a large variety of scholarly questions and corresponding
SPARQL query pairs for the DBLP KG. Initially, a small set of templates 7" containing a SPARQL
query template s; and a few semantically equivalent natural language question templates )y

Shttps://en.wikipedia.org/wiki/DBLP

40


https://en.wikipedia.org/wiki/DBLP

>
dblp

npu n eraf ATE Stratified
Random E Sampling
Sampling

SUBGRAPH GENERATION e SELECTED TEMPLATE @
( SPARQL
SELECT DISTINCT ?answer WHERE {
Pedro ?answer dblp:authoredBy ?cl .
Hermosilla ?answer dblp:publishedIn [VENUE] }
S — QUESTION
authoredBy “Cegaéf:zr}’ggg'r':a“°n pUblishedIn Which papers did [CREATOR_NAME]
authoredB publish in [VENUE]?
Pere-Pau - . PARAPHRASE
Vazquez In [VENUE], which papers did
. o [CREATOR_NAME] publish?
primaryAffiliation
Polytechnic Uniyersity of .'A [
Catalonia [ Delft University of Technology, ] INSTANTIATION o
Department of Intelligent Systems
L ) SELECT DISTINCT ?answer WHERE {
?answer dblp:authoredBy dblp:AnnaVilanova.
?answer dblp:publishedIn 'CEIG' }
DATA AUGMENTATION
N N : L >
[ AUGMENT NAMES ] [ AUGMENT VENUES J [WhICh papers did Anna Vilanova publish in CEIG? ]

[In Spanish Computer Graphics Conference, which papers ]

[AUGMENT DURAT'ONJ [ AUGMENT AFFILIATION ] did Vilanova, A. publish?

KEYWORD EXTRACTION

Figure 2: Motivating Example. The generation process starts with (1) selection of a template tuple
followed by (2) subgraph generation. Then, literals in subgraph are (3) augmented before being used to
(4) instantiate the selected template tuple. The generated data is (5) filtered based on if they produce
answers or not.

are created. The questions and query templates are created such that they cover a wide range of
scholarly metadata user information need while also being answerable using a SPARQL query
against the DBLP KG. Next, we synthetically generate a large set of question-query pairs (g;, ;)
suitable for training a neural network semantic parser.

The core methodology of the dataset generation framework encompasses instantiating the
templates using literals of subgraphs sampled from the KG. Moreover, to capture different
representations of the literal values from a human perspective, we randomly mix in different
augmentations of these textual representations. The dataset generation workflow is shown in
Figure 2.

4.1. Templates

The first step in the dataset generation process starts with the creation of a template set. After
carefully analyzing the ontology of the DBLP KG, we manually wrote 98 pairs of valid SPARQL
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query templates and a set of semantically equivalent natural language question templates. The
template set was written by one author and verified for correctness by another author. The
query and question templates consist of placeholder markers instead of URISs, entity surface
forms or literals. For example, in Figure 2 (Section 1), the SPARQL query template includes the
placeholders ?c1 and [V ENU E| for DBLP person URI and venue literal respectively. Similarly,
the question templates include placeholders C REATOR_N AM E] and [V ENU E] for creator
name and venue literal respectively. The template set covers the two entities creator and
publication, and additionally the foreign entity bibtex type. Additionally, they also cover the 11
different predicates of DBLP KG.

The template set consists of template tuples. A template tuple t = (s¢, Qy, Fy, P;) is composed
of a SPARQL query template s;, a set of semantically equivalent natural language question
templates ()4, a set of entity placeholders F; and a set of predicates P, used in s;. We also
add a boolean indicating whether the query template is temporal or not and another boolean
indicating whether to use or not use the template while generating train dataset. Each template
tuple contains between four and seven paraphrased question templates offering wide linguistic
diversity. While most of the question templates use the "Wh-" question keyword, we also include
instruction-style paraphrases.

We group the template tuples as creator-focused or publication-focused € and further group
them by query types 6. We have 10 different query types and they include Single Fact, Multiple
Facts, Boolean, Negation, Double Negation, Double Intent, Union, Count, Superlative/Com-
parative, and Disambiguation. The question types are discussed in Section 4.6 with examples.
The distribution of templates per entity and query type is shown in Table 1. During dataset
generation, for each data instance we sample a template tuple from the template set using
stratified sampling maintaining equal distribution of entity types and query types.

Query Type Creator-focused | Publication-focused | Total
Single Fact 5 5 10
Multiple Facts 7 7 14
Boolean 6 6 12
Negation 4 4 8
Double Negation 4 4 8
Double Intent 5 4 9
Union 4 4 8
Count 6 5 11
Superlative/Comparative 6 6 12
Disambiguation 3 3 6
Total 50 48 98

Table 1
Total number of template tuples per query type grouped by entity type

4.2. Subgraph generation

The second part of the dataset generation framework is subgraph generation. Given a graph
G = (V, E) where V are the vertices, and F are edges, we draw a subgraph g = (v, e) where
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v C V,e C E. For the DBLP KG, V are the creator and publication entity URIs or literals, and
the E are the predicates of the entities.

The subgraph generation process starts with random sampling of a publication entity v; from
the DBLP KG. We only draw from the set of publication entities as the RDF snapshot available
for download has authorO f and coCreatorWith predicates missing for creator entity. As
such, a subgraph centered on a creator entity would not have end vertices that can be expanded
further. With the sampled publication entity v;, we iterate through all the predicates e to extract
creator entities v’ as well as the literal values. We further, expand the creator entities and extract
their literal values to form a two-hop subgraph g = (v, €) as shown in Figure 2 (Section 2).

4.3. Template Instantiation

Using the generated subgraph and the sampled template tuple, the template tuple is instantiated
with entity URIs and literal values from the subgraph. In the instantiation process, a placeholder
marker in a string is replaced by the corresponding text representation.

For the SPARQL query template s;, we instantiate the creator/publication placeholder markers
with DBLP creator/publication entity URIs or literal values for affiliation and conference or
journals to create a valid SPARQL query s that returns answers when run against the DBLP KG
SPARQL endpoint.

In case of natural language question templates, we randomly sample two from the set of
question templates ¢}, ¢?> € Qr, and instantiate each using only the literal values from the
subgraph to form one main natural language question ¢' and one natural language question
paraphrase ¢2. In natural language, humans can write the literal strings in various forms. Hence
to introduce this linguistic variation, we randomly mix in alternate string representations of
these literal values in both natural language questions. The data augmentation process allows
us to add heuristically manipulated alternate literal representations to the natural questions. A
example of an instantiated template is shown in Figure 2 (Section 3).

4.4. Data Augmentation

For the template instantiation process, we perform simple string manipulations to generate
alternate literal representations. Then, we randomly select between the original literal repre-
sentation and the alternate representation to instantiate the natural language questions. For
each literal type, we apply different string manipulation techniques which we describe below.

Names: For names we generate four different alternatives involving switching parts of names
or keeping only initials of the names. Consider the name John William Smith for which we
produce Smith, John William, J. William Smith, John W. Smith, and Smith, J. William.

Venues: Venues can be represented using either its short form or its full form. For example,
ECIR or European Conference on Information Retrieval. In DBLP venues are stored in its short
form. We use a selected list of conference and journals’ containing the short form and its
equivalent full form to get the full venue names.

Duration: About 20% of the templates contain temporal queries, and some of them require
dummy numbers to represent duration. For example, the question "In the last five years, which

"http://portal.core.edu.au/conf-ranks/?search=&by=all&source=CORE2021&sort=atitle&page=1
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papers did Mante S. Nieuwland publish?" uses the dummy value five. We randomly select between
the numerical representation and the textual representation for the dummy duration value.

Affiliation: In natural language questions, only the institution name is widely used to refer
to the affiliation of an author. However, the DBLP KG uses the full address of an institution
including city and country name. Hence, using RegeEx we extract the institution names and
randomly select between the institution name and the full institution address in the instantiation
process.

Keywords: For disambiguation queries, we do not use the full title of a publication but rather
a part of it by extracting keywords. For this purpose, we use SpaCy’s Matcher API® to extract
noun phrases from the title.

Algorithm 1: Dataset Generation Process
GenerateDataset (7, z, N, G)

inputs :template set T'; dataset set to generate x; size of dataset to generate N; KG
to sample subgraphs from G;

output:dataset D;

D « {;

n — (N/lel)/16];

foreach e € e do

foreach s €  do

1< 0;
Tes < Tle][s];
if £ == train then

| Tes + Filter(Tes, test_only == T'rue)
while i < n do
g1, 92 < SampleSubgraph(G,2);
t; < random.sample(T,s);
d; < Instantiate(t;, g1, g2, T);
answer < Query(d;);
if answer then
D + di;
Liei+h

L return D

4.5. Dataset Generation

For each data instance d;, we sample 2 subgraphs (SampleSubgraph(G,2)) and instantiate a tem-
plate tuple t; (Instantiate(t;, g1, g2, x)). We sample 2 subgraphs as some template tuples require
to be instantiated with two publication titles. Each data instance d; = (s;, q;, qiz, E;, Py, z)
comprises of a valid SPARQL query s;, one main natural language question g}, one semantically

®https://spacy.io/api/matcher/
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equivalent paraphrase of the main question g7, a list of entities F; used in s;, a list of predicates
P; used in s;, a Boolean indicating whether the SPARQL query is temporal or not y, and another
Boolean informing whether the SPARQL query is found only in valid and test sets z. We
generate an equal number n of questions for each entity group € equally divided for each query
type 6.

To foster a focus on generalization ability, we manually marked 20 template tuples to withhold
during generation of the train set. However, we use all the template tuples in the generation
of valid and test sets. Furthermore, we also withhold 2 question templates when generating
train questions but use all question templates when generating valid and test sets. This
controlled generation process allows us to withhold some entity classes, predicates and para-
phrases from ¢rain set. Our aim with this control is to create a scholarly KGQA dataset that
facilitates development of KGQA models that adhere to i.i.d, compositional, and zero-shot [20]
generalization.

Further, we validate each data instance d; by running the SPARQL query s; against the DBLP
KG via a Virtuoso SPARQL endpoint’. We filter out data instances for which the SPARQL query
is invalid or generates a blank response. A SPARQL query may generate a blank response if the
generated subgraphs have missing literal values. In the DBLP KG, some of the entities have
missing literals for predicates such as primaryAffiliation, orcid, wikidata, and so on. Additionally,
we also store the answers produced by the SPARQL query against the DBLP KG formatted
according to https://www.w3.org/ TR/ sparql11-results-json/. The dataset generation process is
summarized in Algorithm 1.

4.6. Types of Questions

The dataset is composed of the following question types. The examples shown here are hand-
picked from the dataset.

« Single fact: These questions can be answered using a single fact. For example, “What
year was ‘SIRA: SNR-Aware Intra-Frame Rate Adaptation’ published?”

« Multiple facts: These questions require connecting two or more facts to answer. For
example, “In SIGCSE, which paper written by Darina Dicheva with Dichev, Christo was
published?”

+ Boolean: These questions answer where a given fact is true or false. We can also add
negation keywords to negate the questions. For example, “Does Szeider, Stefan have an
ORCID?”

« Negation: These questions require to negate the answer to the Boolean questions. For
example, “Did M. Hachani not publish in ICCP?”

« Double negation: These questions require to negate the Boolean question answers twice
which results. For example, “Wasn’t the paper ‘Multi-Task Feature Selection on Multiple
Networks via Maximum Flows’ not published in 2014?”

« Count: These questions pertain to the count of occurrence of facts. For example, “Count
the authors of ‘Optimal Symmetry Breaking for Graph Problems’ who have Carnegie
Mellon University as their primary affiliation.”

*https://docs.openlinksw.com/virtuoso/whatisvirtuoso/
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« Superlative/Comparative: Superlative questions ask about the maximum and minimum
for a subject and comparative questions compare values between two subjects. We group
both types under one group. For example, “Who has published the most papers among
the authors of ‘k-Pareto optimality for many-objective genetic optimization’?”

« Union questions cover a single intent but for multiple subjects at the same time. For
example, “List all the papers that Pitas, Konstantinos published in ICML and ISCAS.”

« Double intent questions poses two user intentions, usually about the same subject. For
example, “In which venue was the paper ‘Interactive Knowledge Distillation for image
classification’ published and when?”

« Disambiguation questions requires identifying the correct subject in the question. For
example, “Which author with the name Li published the paper about Buck power con-
verters?”

5. Dataset Statistics

DBLP-QuAD consists of 10,000 unique question-query pairs grouped into train, valid and test
sets with a ratio of 7:1:2. The dataset covers 13,348 creators and publications, and 11 predicates
of the DBLP KG. For each query type in Table 1, the dataset includes 1,000 question-query pairs
each of which is equally divided as creator-focused or publication-focused. Additionally, among
the questions in DBLP-QuAD, 2,350 are temporal questions.

Linguistic Diversity. In DBLP-QuAD, a natural language question has an average word
length of 17.32 words and an average character length of 114.1 characters. Similarly, a SPARQL
query has an average vocab length of 12.65 and an average character length of 249.48 characters.
Between the natural language question paraphrases, the average Jaccard similarity for unigram
and bigram are 0.62 and 0.47 (with standard deviations of 0.22 and 0.24) respectively. The
average Levenshtein edit distance between them is 32.99 (with standard deviation of 23.12).
We believe the metrics signify a decent level of linguistic diversity.

Entity Linking. DBLP-QuAD also presents challenging entity linking with data augmenta-
tion performed on literals during the generation process. The augmented literals present more
realistic and natural representation of the entity surface forms and literals compared to the
entries in the KG.

Generalization. In the valid set 18.9% and in the test set 19.3% of instances were generated
using the withheld templates. Hence, these SPARQL query templates and natural language
question templates are unique to the valid and test sets. Table 2 shows the percent of questions
with different levels of generalization in the valid and test sets of the dataset.

Dataset | II.LD | Compositional | Zero-shot
Valid 82.8% 13.6% 3.6%
Test 81.2% 15.1% 3.8%

Table 2
Percent of questions with different levels of generalization in the valid and test sets of DBLP-QuAD
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6. Semantic Parsing Baseline

To lay the foundation for future work on DBLP-QuAD, we also release baselines using the
recent work by Banerjee et al. [24], where a pre-trained T5 model is fine-tuned [25] on the
LC-QuAD 2.0 dataset.

Following Banerjee et al. [24], we assume the entities and the relations are linked, and only
focus on query building. We formulate the source as shown in Figure 3, where for each natural
language question a prefix “parse text to SPARQL query:” is added. The source string is
further concatenated with entity URIs and relation schema URIs separated by a special token
[SEP]. The target text is the corresponding SPARQL query which is padded with the tokens
< s >< /s >. We also make use of the sentinel tokens provided by T5 to represent the
DBLP prefixes e.g. <extra_id_1> denotes the prefix https://dblp.org/pid/, SPARQL vocabulary and
symbols. This step helps the T5-tokenizer to correctly fragment the target text during inference.

parse text to SPARQL query: which papers did Anna Vilanova publish in CEIG [SEP]
<https://dblp.org/pid/v/AnnaVilanova> [SEP]
<https://dblp.org/rdf/schema#authoredBy> <https://dblp.org/rdf/schema#publishedin>

15

<s> SELECT DISTINCT ?answer WHERE {
?answer <https://dblp.org/rdf/schema#authoredBy> <https://dblp.org/pid/v/AnnaVilanova>.
?answer <https://dblp.org/rdf/schema#publishedin> 'CEIG' } </s>

Figure 3: Representation of source and target text used to fine-tune the T5 model

We fine-tune T5-Base and T5-Small on DBLP-QuAD train set with a learning rate of le-4 for
5 epochs with an input as well as output text length of 512 and batch size of 4.

6.1. Experiment Results

We report the performance of the baseline model on the DBLP-QuAD test set. Firstly, we
report on the exact-match between the gold and the generated SPARQL query. For the exact-
match accuracy we compare the generated and the gold query token by token after removing
whitespaces. Next, for each SPARQL query on the test set, we run both the gold and and the
query generated by the T5 baseline models using Virtuoso SPARQL endpoint to fetch answers
from the DBLP KG. Based on the answers collected, we report on the F1 score. The results are
reported on Table 3.

7. Limitations

One of the drawbacks of our dataset generation framework is that natural questions are syn-
thetically generated. (CFQ [22] has a similar limitation.) Although the question templates were
human-written, only two people (authors of the paper) worked on the creation of the question
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Evaluation metrics T5-Small | T5-Base
Exact-match Accuracy 0.638 0.813
F1 Score 0.721 0.868

Table 3
Evaluation results of fine-tuned T5 to DBLP-QuUAD

templates and was not crowd sourced from a group of researchers. Additionally, the questions
are generated by drawing data from a KG. Hence, the questions may not perfectly reflect the
distribution of user information need. However, the machine-generation process allows for
programmatic configuration of the questions, setting question characteristics, and controlling
dataset size. We utilize the advantage by programmatically augmenting text representations
and generating a large scholarly KGQA with complex SPARQL queries.

Second, in generating valid and test sets, we utilize additional 19 template tuples which
account for about 20% of the template set. Therefore, the syntactic structure for 80% of the
generated data in valid and test would already be seen in the train set resulting in test leakage.
However, to limit the leakage on 80% of the data, we withhold 2 question templates in generating
the train set. Moreover, the data augmentation steps carried out would also add challenges in
the valid and test sets.

Another shortcoming of DBLP-QuAD is that the paper titles do not perfectly reflect user
behavior. When a user asks a question, they do not type in the full paper title and also some
papers are popularly known by a different short name. For example, the papers “Language
Models are Few-shot Learners” and “BERT: Pre-training of Deep Bidirectional Transformers
for Language Understanding” are also known as “GPT-3” and “BERT” respectively. This is a
challenging entity linking problem which requires further investigation. Despite the shortcom-
ings, we feel the large scholarly KGQA dataset would ignite more research interest in scholarly
KGQA.

8. Conclusion

In this work, we presented a new KGQA dataset called DBLP-QuAD. The dataset is the largest
scholarly KGQA dataset with corresponding SPARQL queries. The dataset contains a wide
variety of questions and query types and we present the data generation framework and baseline
results. We hope this dataset proves to be a valuable resource for the community.

As future work, we would like to build a robust question answering system for scholarly data
using this dataset.
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