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Table 1 
Table train.csv 

Field Meaning 

Id A unique identifier 
Week Number of the week 
Center_id Unique identifier of the 

delivery centr 
Meal-id Unique identifier for food 
Checkout_price The final price includes 

discount, taxes and delivery 
costs 

Base_price Base price of the meal 
Emailer_for_promotion Whether the email discount 

was used 

Hamepage_featured Whether the food is available 
on the homepage 

Num_orders Number of orders 

 

 



 
Figure 1: Graphics of delivery centres by the number of orders 
 

 
 

Table 2 
Table fulfilment_center_info.csv 

Field Meaning 

Center_id Unique identifier of the 

delivery centr 
City_code Unique city identifier 
Region_code Unique region indexer 

Center_type Type of delivery centr 
Op_area The scope of the delivery centr 

 
Table 3 
Table meal_info.csv 

Field Meaning 

Meal_id A unique indexer for food 
Category category 

Cuisine Kitchen types 



 
 

 
Figure 2: Graphics of delivery centres by number of orders and type 

 
Now I will determine the number of delivery centers for each type see Figure 3. 

 
Figure 3: Graphics of delivery centres by number and type of centres 



 

 
Figure 4: Chart of the ratio of discount to the number of orders 

 

 



 
Figure 5: Diagram of the ratio of the number of orders to the kitchen 

 

Analysis of the results 

 
Figure 6: MSE results 
 



 
Figure 7: R-squared results 
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