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ABSTRACT

The BBC is currently tagging programmes manually, using
DBpedia as a source of tag identifiers, and a list of sug-
gested tags extracted from their synopsis. These tags are
then used to help navigation and topic-based search of BBC
programmes. However, given the very large number of pro-
grammes available in the archive, most of them having very
little metadata attached to them, we need a way of automat-
ically assigning tags to programmes. We describe a frame-
work to do so, using speech recognition, text processing and
concept tagging techniques. We evaluate this framework
against manually applied tags, and compare it with related
work. We find that this framework is good enough to boot-
strap the interlinking process of archived content.
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1. INTRODUCTION

The BBC (British Broadcasting Corporation) has broad-
cast radio programmes since 1922. Over the years, it has
accumulated a very large archive of programmes. A number
of cataloguing efforts have been made to improve the ease
with which people can find content in this archive. This
cataloguing effort has been geared towards reuse, in other
words to enable programme makers to easily find snippets
of content to include in their own, newly commissioned, pro-
grammes. The coverage of the catalogue is not uniform
across the BBC’s archive, for example it excludes the BBC
World Service, which has been broadcasting since 1932. Cre-
ating this metadata is a time and resource expensive process;
a detailed analysis of a 30 minute programme can take a
professional archivist 8 to 9 hours. Moreover, as this data is
geared towards professional reuse, it is often not appropri-
ate for driving user-facing systems — it is either too shallow
(not all programmes are being classified) or too deep (infor-
mation about individual shots or rushes).

Since 2009 the places, people, subjects or organisations
mentioned in new programmes have been “tagged” with DB-
pedia [2] web identifiers. These tags allow the BBC’s audi-
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ence to easily find programmes relating to particular top-
ics, by presenting them through a navigable web interface
at http://bbc.co.uk/programmes. The tool used by edi-
tors to tag programmes suggests tags based on the textual
content, for example a synopsis, or title, associated with a
programme. Tags are then manually associated with the
programme. The entire tagging process is described in more
details in [8]. A benefit of using Linked Data web identifiers
as tags is that they are unambiguous, and that we can re-
trieve more information about those tags when needed. For
example, programmes tagged with places can be plot on a
map, or aggregation pages can be enriched with informa-
tion about the corresponding topic. By having these anchor
points in the Linked Data web, we can accommodate a wide
range of unforeseen use-cases.

This process of manual tagging is naturally very time-
consuming, and with the emphasis on delivering new con-
tent, would take considerable time to apply to the entire
archive. This problem is compounded by the lack of avail-
ability of textual meta-data for a significant percentage of
the archive which prevents the bootstrapping of the tagging
process.

On a more positive note, the full audio content is, in the
case of the World Service radio archive, available in digi-
tal form. The archive currently holds around 70,000 pro-
grammes, which amounts to about two and a half years of
continuous audio. In this paper, we describe a framework
to automatically interlink such an archive with the Linked
Data Web, by automatically tagging individual programmes
with Linked Data web identifiers.

We start by describing related work. We then describe a
novel approach which uses an open-source speech recogni-
tion engine, and how we process the transcripts it generates
to extract relevant tags that can be used to annotate the
corresponding radio programme. We evaluate the results
by comparing the tags generated by this method with those
manually applied by editors to BBC programmes. We com-
pare the results of our method with those obtained by other,
existing methods.



2. RELATED WORK

This paper is concerned with two topics: the classification
of the BBC archive and, more generally, the problem of au-
tomatically applying semantic labels to a piece of recorded
audio.

There has been a number of attempts at trying to auto-
matically classify the BBC archive. The THISL system [1]
applies an automated speech recognition system (ABBOT)
on BBC news broadcasts and uses a bag-of-words model on
the resulting transcripts for programme retrieval. The Rich
News system [7] also uses ABBOT for speech recognition. It
then segments the transcripts using bag-of-words similarity
between consecutive segments using Choi’s C99 algorithm
[5]. For each segment, a set of keyphrases is extracted and
used, along with the broadcast date of the programme, to
find content within the BBC News website. Information as-
sociated with retrieved news articles is then used to annotate
the topical segment. Recent work at the BBC classifies the
mood of archived programmes using their theme tunes [6]
and ultimately intends to help users browse the archive by
mood.

Several researchers have tried to automatically reproduce
the labelling task of a piece of speech audio. The first work
in that area [23] details a supervised automated classifica-
tion method which can assign a particular piece of audio to
one of six topic classes. PaaB} et al. [18] describe a clas-
sifier that can assign speech audio to genre topics drawn
from the Media Topic taxonomy of the International Press
Telecommunications Council®. Makhoul et al. [10] describe
a well-integrated system of technologies for indexing and
information retrieval on automatically transcribed audio.
Their topic assignment algorithm is a probabilistic Hidden
Markov Model whose parameters are trained on a corpus
of existing documents with human assigned topic labels.
Olsson and Oard describe techniques for assigning topic la-
bels to automated transcripts [17]. Here the topic labels
are drawn from the CLEF CL-SR? English oral history the-
saurus. Their techniques leverage temporal aspects of the
target audio such as the fact they typically have a chronolog-
ical narrative. This means that labels can be assigned with
a greater probability based on the co-occurrence within the
transcript.

In comparison to the technique presented in this paper
the Olsson and Oard and Makhoul methods are supervised.
They require the models to be trained on an existing set
of transcripts and their corresponding topics as assigned by
a human indexer. The technique presented here attempts
topic classification in an unsupervised manner using the au-
tomated transcript alone, as we will see later.

There is a significant corpus of work on discovering the
main topics of textual documents. A number of possible
approaches have been investigated, including:

e Probabilistic topic models, e.g. [4], where documents
are modelled as being drawn from a finite mixture of
underlying topics;

e Term assignment, e.g. [11], where the Medical Subject
Heading (MeSH) vocabulary is used as a controlled
vocabulary, and a classifier is trained to associate doc-
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uments with terms in that vocabulary;

e Keyphrase extraction, e.g. [26], where a classifier is
trained to assign probabilities to possible keyphrases;

e Automated tagging, e.g. [15], where similar and al-
ready tagged documents are found, and used as a basis
for suggesting tags.

The work that is most related to ours is [12], where
Wikipedia web identifiers are used as tags and automatically
assigned to textual documents. A ‘keyphraseness’ measure
is first used to identify words that are likely to be specific
to the topics expressed in the document. Each candidate is
then associated with a Wikipedia article capturing its mean-
ing. We use a similar workflow, but introduce a new auto-
mated tagging algorithm based on structured data available
as Linked Data, and suitable for automatically generated
transcripts, which can be very noisy.

3. BACKGROUND

In order to find appropriate tags to apply to programmes
within the archive, we build on top of the Enhanced Topic-
based Vector Space Model proposed in [9] and further de-
scribed and evaluated in [19]. We describe this model in this
Section.

3.1 Vector Space Model

First, we define a couple of concepts:
e term — a symbol, e.g. ‘cat’ or ‘house’;
e document — an ordered set of terms;

e corpus — a set of documents.

We then consider a vector per document d, where each di-
mension corresponds to a term t with a weighting wq . TF-
IDF proved a very popular way of deriving those weights,
and includes both local (the TF is relevant to the document)
and global (the IDF is relevant to the corpus) factors. Docu-
ment similarity can then be captured by the cosine similarity

between the two document vectors.
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3.2 Topic-based Vector Space Model

A Topic-based Vector Space Model (TVSM) considers doc-
uments as vectors in a vector space, in which all dimensions
are so-called fundamental topics, which are defined as being
inter-independent. We consider a vector  in that space for
each term. The normalised and weighted sum of all the term
vectors in a document gives us a document vector d.
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As above, we consider the similarity between two docu-
ments as being the cosine similarity between the two docu-
ment vectors. We can compute this similarity by knowing
the length of the term vectors ¢ and their angles between one
another. TVSM does not specify an approach for obtaining
those lengths and angles.



3.3 Enhanced Topic-based Vector Space
Model

An Enhanced Topic-based Vector Space Model (eTVSM)
embeds ontological information in TVSM, by obtaining doc-
ument similarities not by using similarities between terms,
but by using mappings from those terms to an ontological
space — a vector space capturing the structure of an ontol-
ogy.

This is particularly relevant for us, as we want to tag pro-
grammes with web identifiers, which can themselves link to
various web ontologies. For example, DBpedia web identi-
fiers link to the DBpedia ontology, to a SKOS categorisa-
tion system [14] derived from the Wikipedia categories, and
to the YAGO ontology [25]. In the following, we formalise
eTVSM in such a context.
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Figure 1: Workflow of our automated tagging pro-
cess

We define two new concepts:

e interpretation — a particular term can have mul-
tiple interpretations. For example, the term bar
has at least two interpretations: d:Bar_(music) and
d:Bar_(unit)S;

e category — a particular interpretation has a number
of categories associated with it, which can be consid-
ered as anchor points within the ontological space. For
example, d:Bar_(music) is associated with the cate-
gories c:Musical_notation and c:Rhythm.

We consider the following definitions:

e T is the set of all terms with ¢ being a specific term,
e.g. bar;

e [ is the set of all interpretations with ¢ being a specific
interpretation, e.g. d:Bar_(music);

o (' is the set of all categories with ¢ being a specific
category, e.g. c:Rhythm;

e I(t) e P(I) is the term to interpretations assignment,
where £(I) is the powerset of all interpretations, e.g.
I(bar) = {d: Bar_(music),d :Bar_(unit)};

e g(7) is the interpretation weight;

3We use the namespaces defined in Section 9.

e (C(i) € £(C) is the interpretation to categories assign-
ment, where (C') is the powerset of all categories, e.g.
C(d:Bar_(music)) = {c:Musical notation,c :Rhythm}.

We assume that we have a vector space in which we can
assign to each category c a vector ¢. We then define an
interpretation vector 2:

g(4) ~
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We consider the similarity between two interpretations as
being the cosine similarity between the two associated vec-
tors. We consider the similarity between two documents as
being the cosine similarity between the weighted sum of in-
terpretation vectors in each document. We define how we
construct those weights and the vector space for our inter-
pretation vectors in the following section.

4. AUTOMATED TAGGING OF SPEECH
AUDIO

In the following, we propose a method to use the audio in
order to automatically assign tags to programmes within the
archive, with those tags being drawn from the Linked Data
cloud. We start by transcribing the audio and identify terms
within the transcripts that could correspond to potential
tags. We then build an eTVSM-based model enabling us to
disambiguate those terms and rank the corresponding tags.
A depiction of the workflow of our automated tagging system
is available in Figure 1.

4.1 Automatic transcription

After investigating the various open-source options for
multiple speaker automated speech recognition [16] in the
context of broadcast news, we settled on the open source
CMU Sphinx-3 software, with the HUB4 acoustic model [24]
and a language model extracted from the GigaWord corpus®.
The full set of parameters used by our system is available
in Section 8, and was chosen for both speech recognition
accuracy (minimal word error rate, or WER) and process-
ing speed (how much faster than real time the transcribing
process is).

The results of this speech recognition step are very noisy.

The WER in those transcripts varies a lot from programme
to programme, depending on the year the programme was
recorded in, the accent of the different speakers in the pro-
gramme, and the background noise in the programme. An
average value of the WER for two programmes respectively
from 1981 and 2011 is of 47%. However, the WER can go up
to 90% on radio dramas that have lots of background noise
and different speakers. A full study of the WER obtained
on the World Service archive remains to be done.

The WER reported by the THISL system and their AB-
BOT speech recognition component [1] is of 36.6%. The
difference in WER is due to two factors. Firstly, the dataset
on which the THISL system works does not span several
decades, hence there is less disparity in terms of accents and
topics. The THISL dataset is also only holding news pro-
grammes, which makes it less heterogeneous in terms of pro-
gramme genres than the World Service archive. Secondly, a

“See http://www.ldc.upenn.edu/Catalog/CatalogEntry.
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specific acoustic model and language model was trained for
this particular dataset within THISL, i.e. news outputs from
1998 and 1999. We use an off-the-shelf recogniser (CMU
Sphinx-3), acoustic model (HUB4) and language model (Gi-
gaWord).

In the following, we try to mitigate the noisiness of those
transcriptions in order to derive an accurate list of tags to
be applied to the programme.

Biology
——: skos:broader
/ c1\
Animals Anatomy
/ c2 \ / c3 ‘\
Bird Animal anatomy Mouth
c4 C5 C6

Figure 2: An example SKOS category hierarchy

4.2 Definition of our eTVSM

We now define our Enhanced Topic-based Vector Space
Model, which we use for disambiguating and ranking candi-
date terms extracted from the transcripts.

4.2.1 Terms and interpretations

We start by generating a list of web identifiers used by
BBC editors to tag programmes. Those web identifiers iden-
tify people, places, subjects and organisations within DBpe-
dia. For each of those identifiers, we dereference them and
get their label from their rdfs:label property. We strip
out any disambiguation string from the label, and apply the
Porter Stemmer algorithm [20] to it in order to get to a
corresponding term. This defines our set of terms 7.

We consider the set of all DBpedia web identifiers as our
set of interpretations I.

We store, for each stemmed label, the set of web iden-
tifiers it could correspond to. This gives us our term to
interpretations assignment I(t).

We define the interpretation weight as follows:

o 1
g(i) = lj:jel(t),teT (i)

where T'(7) is the set of terms corresponding to an inter-
pretation ¢. The weight of an interpretation will be inverse
proportional to the number of possible interpretations of the
corresponding terms.

4.2.2 Categories

For a given interpretation i, we construct C'(7) using the
following SPARQL query:

SELECT ?category WHERE { {

<i> <http://purl.org/dc/terms/subject> ?category
} UNION {

<i> _:p _:0 .

_:0 <http://purl.org/dc/terms/subject> 7category
T}

We include the categories of neighbouring resources to in-
crease possible overlap with other resources mentioned in
the same programme. Our evaluation in Section 5 shows
that such an expansion gives the best results.

4.2.3  Vector space model for SKOS categories

We now consider the subject classification in DBpedia de-
rived from Wikipedia categories and encoded as a SKOS
model. We create a vector space in which all items in that
categorisation system will have a representation, which de-
fines our eTVSM.

There are many options for constructing such a vector
space. We focus on the one that gave the best results, and
provide some evaluation results for a few alternatives in Sec-
tion 5.

We consider the hierarchy induced by the skos:broader
property in the DBpedia SKOS model. The set of all items
in that hierarchy is our set of categories C. We consider a
vector space where each dimension (ci,...,c,) corresponds
to one of the n elements of C.

For each category c € C, we consider the set of its ancestors
P(c, k) e £(C) at a level k. We then construct a vector ¢ as
follows:
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Each category vector will be non null on the dimensions
corresponding to its ancestors. Two categories that do not
share any ancestor will have a null cosine similarity. The
further away a common ancestor between two categories is,
the lower the cosine similarity between those two categories
will be. The constant « is an exponential decay, which can
be used to influence how much importance we attach to
ancestors that are high in the category hierarchy. The con-
stant S can be used to limit the level of ancestors we want
to consider. Very generic categories won’t be very useful at
describing a possible interpretation and discriminating be-
tween them.

For example, if we consider the SKOS hierarchy depicted
in Figure 2, a value of « of 0.5 and a value of 3 set to more
than 2, we get the vectors in Table 1. We give a few of their
pairwise cosine similarities in Table 2.

We now have a vector space in which we can assign each
category c¢ to a vector ¢. An Open Source implementation
of such a vector space applicable to any hierarchy encoded
as RDF is available online®.

4.3 Using the eTVSM for automated tagging

Now our eTVSM model is defined, we use it for identi-
fying potentially relevant terms, disambiguating them and
ranking them, in order to identify the most relevant tags to
apply to each programme

We start by looking for terms belonging to 7" in the auto-
mated transcripts, after applying the same Porter Stemmer
algorithm to them. The output of this process is a list of
candidate terms with time-stamps and a list of possible in-
terpretations for those terms, captured as a list of DBpedia
web identifiers.

For each programme p in our corpus P, we derive a ‘main
topic’ vector t, from all possible interpretations of all terms:

®See https://github.com/bbcrd/rdfsim.



C1 Cc2 C3 C4 C5 Cé6
1 1 0 0 0 0 0
- 0.5 1
2 0 0 0 0
V1.25 1.25
- 0.5 1
[e£} 0 0 0 0
1.25 1.25
0.25 0.5 1
Ca —_— _— 0 _— 0 0
V1.3125 V1.3125 V1.3125
N 0.5 0.5 0.5 1
s 0 0
V1.75 1.75 1.75 1.75
0.25 0.5 1
[ef] 0 0 0
V1.3125 V1.3125 V1.3125

Table 1: Values of the different category vectors in
the example SKOS hierarchy. The values on the
diagonal are all equal to 1 before normalisation.

cos(C4,C5) | 0.247
cos(C4,C6) | 0.048
cos(C5,C6) | 0.247

Table 2: Approximate pairwise cosine similarities
between category vectors in the example SKOS hi-
erarchy

tp = Z Wp,il
el

wp,; is the weight assigned to the interpretation ¢ in the
programme p. We set it to the term frequency of the terms
associated with ¢ in the automated transcript of that pro-
gramme.

Wrong interpretations of specific terms will account for
very little in the resulting vector, while web identifiers re-
lated with the main topics of the programme will overlap
and add up.

We use this vector for disambiguation. For a given term
t, we choose the interpretation i € I(¢) which maximises the
cosine similarity between 4 and .

Then, we use the following r,; value to rank the differ-
ent interpretations ¢ according to how relevant they are to
describe a particular programme p:

1P|

Ip:tep|

tpt
ol 1]

This corresponds to the TF-IDF score, weighted by the
cosine similarity of the chosen interpretation to the main
topic vector.

We end up with a ranked list of DBpedia web identifiers,
for each programme. Some examples of the top three tags
and their associated scores are given in Table 3, for different
programmes.

) *

Tp,i = Wp,i * log(

S. EVALUATION

In this section, we evaluate the above algorithm for auto-
mated tagging of speech audio.

Tag | Score
Programme 1
d:Benjamin_Britten | 0.09
d:Music 0.054
d:Gustav_Holst 0.024
Programme 2
d:Revolution 0.037
d:Tehran 0.032
d:Ayatollah 0.025
Programme 3
d:Hepatitis 0.288
d:Vaccine 0.129
d:Medical_research | 0.04

Table 3: Example of automatically generated tags
and associated scores. Programme 1 is a 1970 profile
of the composer Gustav Holst. Programme 2 is a
1983 profile of the Ayatollah Khomeini. Programme
3 is a 1983 episode of the Medical Programme.

5.1 Evaluation dataset

We want to compare our automatically extracted tags
with tags applied by professional editors.  Such tags
are made available through the bbc.co.uk/programmes
API [22]. We apply the following automated interlinking
heuristics to find equivalences between programmes within
bbc.co.uk/programmes and the World Service radio archive.
If two programmes share the same brand name (e.g. ‘From
Our Own Correspondent’) and the same broadcast date
(e.g. 2011-05-11), we assume they are identical.

As a mapping heuristics for programmes data, it works
more accurately than matching on episode titles, as they
differ a lot from one database to the other.  Brand
names will usually be the same across databases. We re-
strict the mapping to programmes that have tags within
bbc. co.uk/programmes.

This results in a set of 132 equivalences between pro-
grammes in the World Service radio archive and editorially
tagged programmes within bbc.co.uk/programmes.

In that dataset, the average number of editorial tags by
programme is 4.92, and 477 distinct tags are used. The ed-
itorially applied tags are generally of good quality, covering
all topics a programme covers. A distribution of the edito-
rially applied tags is available in Figure 3. This distribution
exhibits a very long tail, as 377 tags are used only once.

5.2 Evaluation metric

We want our evaluation metric to capture how likely it
is for our algorithm to output as its first NV tags the N
tags applied manually by editors. We use the TopN measure
introduced by Berenzweig et al. in [3]:

N A
> ogad
TopN = o
Op B N N N
1 1
> g

i=1

N is the number of tags available in bbc. co.uk/programmes
and k; is the position of tag j in the automatically extracted
tags. a, and a. are two exponential decay constants, ex-
pressing how much we want to penalise a tag for appearing
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Figure 3: Editorial tags distribution in the evalua-
tion dataset

down the lists.
As the list of tags applied by editors is not ordered, we
simplify this measure as follows:

> ad
j=1
N 3

2,

i=1

=

TopN =

A score of 1 will be achieved if the tags applied by editors
are the top tags extracted by our algorithm. A score of 0 will
be achieved if none of the tags applied by editors appear in
the tags extracted by our algorithm. We choose a value of 0.8
for our constant a., which means that a tag will contribute
around 0.1 to the overall score before normalisation if it
appears at the tenth position.

We choose this evaluation metric as it captures best the
intent of our algorithm. We want editors to skim through the
list of automatically extracted tags, add and/or delete from
them, and approve them. Therefore, we want the tags most
likely to be approved at the top of the list of automatically
extracted tags. Precision and recall would not appropriately
capture that intended use.

5.3 Evaluation results and discussion

On our evaluation dataset, we get the average TopN scores
in Figure 4. We got our best result (TopN = 0.209) for o = 0.9
and 8 =10. We show in Table 4 an example of a good and
a bad result, with their associated TopN scores.

In Table 5, we also give results for a few variations of our
algorithm, for the values of o and 8 that maximise the score
of our tagger when they apply:

e No SKOS expansion — When not expanding the cat-
egories associated to a DBpedia web identifier by fol-

Editorial tags

| Automatic tags

Programme 1,

TopN = 0.242

d:Crime_fiction

d:DNA

d:Greenhouse_gas

d:DNA d:Double_helix

d:Double_helix d:Francis_Crick
Programme 2, TopN = 0

d:BP d:Methane

d:Climate_change d:Water

d:Natural_gas

Table 4: Examples of editorial tags and top automat-
ically applied tags, for two programmes, along with
corresponding TopN measure for each programme.

lowing forward links, the results obtained were slightly
lower;

e Double SKOS expansion — The best results we had
were obtained by expanding the SKOS categories as-
sociated with a DBpedia web identifier using both for-
ward and backward links. However, the average num-
ber of categories per DBpedia web identifier made the
algorithm run very slowly. We decided to compromise
on the quality of the results to get our algorithm work-
ing in a reasonable time;

e Principal Component Analysis (PCA) — We construct
a vector space where each dimension corresponds to a
category in the DBpedia SKOS hierarchy, and where
each DBpedia web identifier has a corresponding vec-
tor, capturing the adjacency of that web identifier to
SKOS categories. We use PCA to reduce the dimen-
sionality of that space, and derive similarities between
interpretations from cosine similarities in that reduced
space. This version of the algorithm scored lower than
the approach described above, but had the advantage
of being faster, as the resulting space was of much lower

dimensionality.
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Figure 4: Average TopN scores for our automated
tagger on our evaluation dataset, for different values
of o and 8 €{9,10,11}. We ommit other values of
giving lower scores for readability.



No SKOS expansion 0.1758
Double SKOS expansion 0.2128
PCA (20 principal components) | 0.1351

Table 5: TopN measure for different approaches for
our automated tagging algorithm

Baseline random tagger | 0.0002
DBpedia Spotlight 0.0293
Alchemy API 0.1951

Table 6: TopN measure for third-party services

In Table 6, we apply the same evaluation to a baseline
tagger picking tags at random and two third-party services.

The first one is DBpedia Spotlight [13]. We submitted the
output of the transcription for two minutes chunks of pro-
grammes to the DBpedia Spotlight API. We then summed
the scores of the entities returned by the API across the
length of the programme. Finally, we applied the same in-
verse document frequency step as in our algorithm, in order
to normalise the DBpedia Spotlight results across the entire
corpus. It appears that DBpedia Spotlight does not work
well with noisy text, outputted by an automated transcrip-
tion process. In particular, the disambiguation process in
DBpedia Spotlight relies on the text surrounding a particu-
lar term to be relatively clean. The transcripts being very
noisy, that process mostly returns the wrong interpretations.
It also appears that DBpedia Spotlight relies heavily on cap-
italisation, however capitalisation is not available in the au-
tomated transcripts. It is also important to note that DBpe-
dia Spotlight tackles a different problem. It extracts entities
from text but does not try to describe an entire document
using a few selected entities.

It appears that using the structure of DBpedia itself for
disambiguation gives satisfying results: deriving a model of
a main programme topic from all possible interpretations of
all relevant terms, and picking the interpretations that are
closest to that main topic. Mis-interpretations will account
to very little in that main topic vector, as most of them will
be very dissimilar to each other.

We tried a number of commercial third-party concept tag-
ging APIs, and the result of the one that scored the best in
our evaluation is also shown in Table 6. We applied the same
methodology as for DBpedia Spotlight, so that this third-
party service can also benefit from information about the
whole corpus. This third-party service performs almost as
well as our algorithm. However, no information is publicly
available on how that service works.

6. CONCLUSION AND FUTURE WORK

In this paper, we described an automated interlinking
system for radio programmes with web identifiers from the
Linked Data cloud. We use an Enhanced Topic Vector Space
Model to disambiguate and rank candidate terms, identified
within automated transcripts. We evaluated this system
against tags manually applied by editors. The results, al-
though by no means perfect, are good enough to efficiently
bootstrap a tagging process. As the resulting tags are Linked
Data web identifiers, isolated archives can effectively be in-

terlinked with other datasets in the Linked Data Web.

We describe in [21] the process of applying this framework
to the entire World Service archive, and an application us-
ing automatically extracted tags to aid discovery of archive
content.

Future work includes creating an editorial interface to en-
able editors and the public to edit and approve the list of
automatically derived tags. We also want to try and incor-
porate more data (synopsis, broadcast dates, etc.) in the
automated tagging process when this data is available. We
could also enhance our results by considering more textual
representations for DBpedia identifiers than their labels, us-
ing similar methodologies as in [13]. We also want to im-
prove the results of the automated speech recognition step,
by creating an acoustic model for British English, and a
language model built from programme transcripts. We have
access to a large pronunciation database maintained within
the BBC, and holding about 50 years worth of topical en-
tities with associated BBC pronunciation, which might be
useful to construct a better pronunciation dictionary. We
also want to study the impact of the noisiness of the tran-
scripts on the results of our algorithm.

The tagging process outputs tags with a time-stamp. We
are currently investigating using these time-stamped tags as
a basis for topic segmentation. Each tag has a position in
the vector space constructed above, and we can track how
the average position in that space evolves over time, giving
an idea as to when the programme changes topics. Such a
segmentation could also be used to feed back in the topic
model described in this paper — the topics will be more
consistent in each of these segments.

Rather than relying on a SKOS hierarchy, it would also be
interesting to find a more broadly applicable way of project-
ing Linked Data in a vector space, based on the adjacency
matrix of the Linked Data graph considered. The PCA-
based approach mentioned in the evaluation section would
be a good starting point, but would need to be made more
robust.
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8. ANNEX: SPHINX-3 PARAMETERS

-samprate 28000

-nfft 1024
-beam le-60
-wbeam le-40

-ci_pbeam 1e-8
-subvgbeam 1le-2
-maxhmmpf 2000
-maxcdsenpf 1000
-maxwpf 8
-ds 2
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ANNEX: NAMESPACES

@prefix d: <http://dbpedia.org/resource/> .
@prefix c: <http://dbpedia.org/resource/Category:> .
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