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Abstract. In recent years the number of ICT-based solutions for the
Ambient/Active Assisted Living (AAL) has grown continuously. Such
technologies need to be validated before being used on a large scale to
help people to live independently and longer in their preferred environ-
ment. However, the testing of ICT solutions to manage smart homes
requires huge resources, since the tests need to be conducted for a long
time, with real human inhabitants, taking into account different kind
of impairments and different economical conditions. In this paper, we
present the use of a 3D simulator for the AAL: as a use case, we describe
how the simulator can be used to interact with a real mobile applica-
tion to manage a smart home, using the app to control a “virtual smart
home”.
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1 Introduction

Over the years a growing number of ICT-based solutions has been proposed to
address the main objective of the Ambient Assisted Living (AAL): to extend
the time people can live in their home independently. Researchers, companies
and end-user organizations are focusing on building smart homes, by equipping
patients’ home with sensor and actuator networks. The term “smart home”
defines a dwelling equipped with technology to monitor its inhabitants and to
ensure their independence and good health [1]. Smart homes ease daily life,
by increasing user comfort, and provide healthcare facilities to generate health
reports and to guarantee emergency support [2].

Unfortunately, the testing of software systems to control smart homes and
to process data requires enormous resources in terms of time, work and money,
since tests need to be conducted:
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– with real human inhabitants,
– in different environmental situations,
– taking into account different kinds of impairments,
– under different economical capabilities and conditions.

In order to speed up the development and testing of ICT technologies and
tools for the AAL, we propose the use of a virtual environment, i.e. a 3D simu-
lator that provides interfaces to virtual sensors and actuators; such a simulator
could allow to perform the testing of software solutions for the AAL; ideally, the
tested software systems could be migrated in a transparent way to a real smart
home at the end of the tests.

1.1 Paper Contribution

We present a mobile application to manage a smart home and we describe how
it can interact with a virtual environment, using the AAL simulator outlined
in [3]: we developed a virtual smart home in a robotics simulator, controlling it
through the real mobile application. Using a simulator has two main advantages:

– Speeding up the implementation of software prototypes;
– the transparent migration of the tested software from the simulator to the

“real world”.

In facts, the real mobile application communicates with the simulated environ-
ment (receiving values from sensors and sending commands to the actuators) by
means of TCP/IP sockets, allowing the decoupling of the software development
from the hardware development. Thus, the mobile application could be migrated
in a real environment if the real sensors have the same interface of the simulated
ones and are able to communicate via the TCP/IP protocol.

1.2 Paper Structure

The remainder of the paper is as follows: section 2 reports related works on
AAL mobile applications and other approaches to the use of virtual environments
within the AAL domain. Section 3 describes the implemented mobile application
and shows the interaction with our proof-of-concept simulator. Finally, section 4
draws the conclusions of this work and highlights future works.

2 Related Works

The increasing success of mobile devices has relevant effects even in the health-
care and assistance sector: entire surveys are dedicated to mobile-based based
assistive technologies and mobile devices are crucial in the trend toward more
personalized care [4]. The availability of mobile devices is pushing researchers
to develop methodologies and software to support remote monitoring by gen-
eral practitioners [5] and to ease the use of tele-rehabilitation systems [6] by
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end-users, without the direct intervention of formal caregivers. In [7], authors
developed an agent platform that runs on Android devices to monitor patient
with chronic diseases, by defining alerting rules. Indeed, smartphones are hand-
held computers that can act as information filters and providers, processing data
about the patient’s activities and health status from body area networks to the
healthcare facilities [8]. In [9] a mobile application is used within a framework
to assess the quality of life of people. Moreover, smartphones can be used on
board of AAL robots: they can be the brain of a mobile robot, using the camera
and computer vision algorithms to track the patient or being a remote control
to send commands to the robots [10, 11].

Despite the potential of ICT applications in the AAL, many difficulties en-
cumber the testing of software systems in real home environments. Kormanyos
and Pataki [12] identify two ways of collecting data to test activity recognition
algorithms:

– by building an ad-hoc home and forcing a patient to live there for weeks;

– by re-furnishing the homes of the assisted people.

Of course, such tasks require many resources; moreover, to collect data, the
system developers should directly follow patients (living with them) or patients
themselves should record their activities: the normal flow of actions is influenced.
Thus, authors propose a model to represent human behaviours in a simulated
environment in order to generate data for activity recognition algorithms. By
providing distinct models for the human behaviours, the environment and the
sensor networks, authors implemented a tool able to generate textual logs about
variables such as bed pressure and unwashed dishes in the sink; the tool can also
simulate different kinds of humans. Even in [13], authors remark that generating
test data for algorithms to recognize Activities of Daily Living (ADL) can be a
cumbersome and slow task. Thus, they propose to use game engine features, as
the collision mechanisms typical of physics engines, to simulate data gathered
by motion sensors; authors also show that the simulated data are comparable to
data from a real scenario.

Beyond simulation for testing purposes, virtual environments are used in the
design of AAL platforms: Van’t Klooster et al. [14] propose the use of Interactive
Scenario Visualization to clarify system requirements through the stakeholders’
feedbacks, by means of 3D models. The tool presented in [15] allows usability
engineers to define the workflow of a simulation and to visualize the simulation
in a 3D environment, in order to validate AAL systems.

3 A real mobile application in a simulated environment

Similarly to what happens in the robotics field, in which several simulation
environments are available, we want to test IT systems for the AAL in a 3D
virtual environment that provides APIs to the interfaces of sensors and actuators
available in the market; this approach allows:
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– to speed up the development of software systems, by decoupling hardware
from software; in facts, real tests can result in the need to modify or even
redesign a component. With the simulator this process is faster and real tests
can be conducted in more advanced phases;

– to easily migrate software systems from the simulator to the real world.
This can be an advantage for both the development of a system and its
maintenance (as the migration can be also in the opposite direction);

– to execute tests in an economically sustainable way.

The addition of the 3D feature plays an important role to allow interactions,
as those typical of AAL applications. Moreover it allows designers and developers
to interact on the fly with the simulation environment, giving them the chance
to generate unexpected events or move objects during the execution. In the
following subsections we highlight: the mobile application implemented to ease
the control of a smart home (3.1), the tools used to develop the simulator (3.2),
the interaction between the mobile application on a real smartphone and the
simulator (3.3).

3.1 Mobile Application

The mobile application allows to manage a smart home. Thus, a smartphone
becomes a real remote control, equipped with sensors, that interacts with the
home environment of the assisted person: through the smartphone interface, the
assisted person can manually control lights, doors, windows, temperature and
more.

Figure 1 shows some screenshots of the pages of the mobile application. The
first one (Figure 1a) is the main page: it allows the access to all the pages for the
interaction with the listed controls. We designed the Graphical User Interface
(GUI) to be user friendly, with minimal graphics and large icons, taking into
account visually impaired or disabled patients.

The stylized light bulb controls the lights of the environment (Figure 1c).
Figure 2 shows an example of interaction: one can turn the light on in a room
by touching the icon that corresponds to that room. The interface provides an
immediate feedback of the status of the lights in the home: a yellow background
of the icon of a light indicates that it is turned on. The ambient light sensor allows
to automatically detect the lighting and to turn the light on if needed: this kind
of behaviour is present when the slider, in the light interface, is activated. The
sensor can be used even to turn the flashlight on in case of unexpected blackout.

Automatic doors and windows can be controlled through the respective styl-
ized icons (Figure 1b-d). Even in this case (Figure 1d) there is an immediate
feedback of the status of the home: if the background of an icon is blue, the
correspondent window is open.

Through the thermometer icon, the assisted person can set the desired tem-
perature inside the home: intuitively, the blue and red icons decrease and increase
the preferred value (Figure 1e).
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(a) Home page (b) Doors control (c) Lights control (d) Windows control

(e) Thermostat (f) Emergency calls (g) Safe number call (h) Voice commands

Fig. 1: Different pages of the mobile application.

In the SOS page (Figure 1f), the patient can quickly send emergency or
familiar calls; in the second case (Figure 1g) either a normal call or a skype call
can be selected.

One of the most important features, specifically addressed to visually im-
paired patients, is represented by the icon with the stylized microphone (Fig-
ure 1h): it allows to use the smartphone speech recognition system to send voice
commands to the home. In facts, we mapped all the commands available in the
interface, adding also the possibility to open/close all the windows or turn the
light on/off with a single command.

3.2 Simulation tools

For the simulation of the virtual environment we used different softwares. To
represent the home environment we used Sweet Home 3D3, a free interior design
application to draw the plan of a house and to arrange the furniture in a 3D

3 http://www.sweethome3d.com
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Fig. 2: Example of interaction between the mobile application and the simulator.

model. It allows to easily create and export in Blender4 models of domestic
environments, in which the different sensors and actuators can be placed.

To implement our simulation, we used Morse5, the Modular Robots Open
Simulation Engine. It is an open-source robotics simulator based on the Blender
game engine. The architecture is based on components able to simulate sensors,
actuators and robots; its structure is flexible, allowing to specify a level of ab-
straction of the simulation according to the needs, and modular because it is able
to interact with any middleware used in the robotics field, without imposing a
standard to which others must adapt.

Within the 3D home environment, we represented the patient with an avatar
on a wheelchair equipped with sensors as described in the next subsection.

3.3 Interactions with the virtual environment

The virtual domestic environment can be manually controlled by a user through
the mobile application: the communication between the simulation in Morse and
the mobile application on a real smartphone uses TCP/IP sockets. This allows
to simulate a real world scenario where the domestic Wi-Fi network can be used
to take advantage, anywhere in the environment, of all the services offered by the
application and the smart home. Each actuator and each sensor are associated
to a thread in order to send commands and retrieve values.

For an accurate interaction some sensors need to be simulated. For example,
the possibility to adjust the ambient temperature is essential in order to ensure
the maximum comfort within the house. The simulated temperature sensor em-
ulates a thermometer, measuring the temperature with respect to the distance

4 http://www.blender.org/
5 http://www.openrobots.org/wiki/morse/
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from heat sources. It defines a default temperature throughout the scenario,
which is affected by local heat sources. The temperature rises exponentially
when the distance between the sensor and the heat source decreases. Its equa-
tion is given by:

temperature = DefaulTemperature+
∑
s FireTemperature(s)∗e(−α∗distance(s))

We placed the temperature sensor on the wheelchair of the patient, in order
to ensure the possibility to control the perceived temperature at any given point
using a digital thermometer. One of the functionalities of the mobile application
is to control the thermometer, and thus we modeled this kind of interaction.

In addition, we simulated motion sensors; beyond complex applications for
activity detection and recognition, they are essential even in simple tasks, such as
turning on certain lights (entrance, rooms, etc.) only when it is actually needed;
similar checks can be applied also to the climate system. Since in Morse there
are no motion sensors as those described, we simulated it using a SICK sensor,
made available by the software. It is a laser scanner which works by generating
a series of rays in predefined directions, and by using the collision system of
the physics engine to detect whether any active object is found within a certain
distance from the origin of the sensor. We used the simulated motion sensors
to localize the assisted person inside the home. They were placed in strategic
points of the house to try to get through each of them the maximum possible
coverage.

Beside the simulated sensors, we used the sensor available on the smartphone,
transforming it in a real remote control. The available sensors include:

– ambient light sensor;
– accelerometer, gyroscope and GPS;
– microphone.

The ambient light sensor is able to detect changes in light: hence, we used it
to automatically activate the lights in the room, inside the virtual environment,
where the avatar of the assisted person is located; in case of emergency as a
blackout, it can activate the flashlight of the camera. The accelerometer, gyro-
scope and GPS can be used for fall detection, indoor and outdoor localization of
the patient’s wheelchair and accidental situation. Finally, through the use of the
microphone and speech recognition on the smartphone operating system, voice
commands can be sent to the system that manages the house.

4 Conclusions

In this paper, we described the interaction between a mobile application to man-
age a smart home, running on a real smartphone, and a virtual home environ-
ment, implemented within the Morse robotics simulator6. The developed mobile

6 the video of the simulation is available on youtube:
http://www.youtube.com/watch?v=zXEpShRNGuo
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software should be easily migrated in real environments, since the interaction
with the simulator is based on TCP/IP sockets: the only requirement is that
the simulated sensors should provide the same interface as the sensors available
in the market (being able to operate in a TCP/IP network). More in general,
the used simulator is intended to develop and test also intelligent systems, able
to manage a smart home and execute plan to ensure the safety of the assisted
person, as described in [16], where the same robotics simulator is used.

Of course, more qualitative and quantitative tests on the simulator are needed.
The objective of future work could be the design and development of a simula-
tor specifically dedicated to the AAL: it would be an effective means to develop
and test the proposed AAL solutions, simulating the interfaces to real sensors
and actuators, and representing human behaviours through virtual avatars. In
our vision, such a simulator should allow AAL researchers and organizations to
cooperate in enabling people to live in their preferred environment as long as
possible.
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